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Ivalue morality-

Standard is minimizing material violence

**[1] Pleasure and pain are intrinsic value and disvalue**

**Blum et al. 18**
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**Pleasure** is not only one of the three primary reward functions but it also **defines reward.** As homeostasis explains the functions of only a limited number of rewards, the principal reason why particular stimuli, objects, events, situations, and activities are rewarding may be due to pleasure. This applies first of all to sex and to the primary homeostatic rewards of food and liquid and extends to money, taste, beauty, social encounters and nonmaterial, internally set, and intrinsic rewards. Pleasure, as the primary effect of rewards, drives the prime reward functions of learning, approach behavior, and decision making and provides the **basis for hedonic theories** of reward function. We are attracted by most rewards and exert intense efforts to obtain them, just because they are enjoyable [10]. Pleasure is a passive reaction that derives from the experience or prediction of reward and may lead to a long-lasting state of happiness. The word happiness is difficult to define. In fact, just obtaining physical pleasure may not be enough. One key to happiness involves a network of good friends. However, it is not obvious how the higher forms of satisfaction and pleasure are related to an ice cream cone, or to your team winning a sporting event. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure [14]. Pleasure as a hallmark of reward is sufficient for defining a reward, but it may not be necessary. A reward may generate positive learning and approach behavior simply because it contains substances that are essential for body function. When we are hungry, we may eat bad and unpleasant meals. A monkey who receives hundreds of small drops of water every morning in the laboratory is unlikely to feel a rush of pleasure every time it gets the 0.1 ml. Nevertheless, with these precautions in mind, we may define any stimulus, object, event, activity, or situation that has the potential to produce pleasure as a reward. In the context of reward deficiency or for disorders of addiction, homeostasis pursues pharmacological treatments: drugs to treat drug addiction, obesity, and other compulsive behaviors. The theory of allostasis suggests broader approaches - such as re-expanding the range of possible pleasures and providing opportunities to expend effort in their pursuit. [15]. It is noteworthy, the first animal studies eliciting approach behavior by electrical brain stimulation interpreted their findings as a discovery of the brain’s pleasure centers [16] which were later partly associated with midbrain dopamine neurons [17–19] despite the notorious difficulties of identifying emotions in animals. Evolutionary theories of pleasure: The love connection BO:D Charles Darwin and other biological scientists that have examined the biological evolution and its basic principles found various mechanisms that steer behavior and biological development. Besides their theory on natural selection, it was particularly the sexual selection process that gained significance in the latter context over the last century, especially when it comes to the question of what makes us “what we are,” i.e., human. However, the capacity to sexually select and evolve is not at all a human accomplishment alone or a sign of our uniqueness; yet, we humans, as it seems, are ingenious in fooling ourselves and others–when we are in love or desperately search for it. It is well established that modern biological theory conjectures that **organisms are** the **result of evolutionary competition.** In fact, Richard Dawkins stresses gene survival and propagation as the basic mechanism of life [20]. Only genes that lead to the fittest phenotype will make it. It is noteworthy that the phenotype is selected based on behavior that maximizes gene propagation. To do so, the phenotype must survive and generate offspring, and be better at it than its competitors. Thus, the ultimate, distal function of rewards is to increase evolutionary fitness by ensuring the survival of the organism and reproduction. It is agreed that learning, approach, economic decisions, and positive emotions are the proximal functions through which phenotypes obtain other necessary nutrients for survival, mating, and care for offspring. Behavioral reward functions have evolved to help individuals to survive and propagate their genes. Apparently, people need to live well and long enough to reproduce. Most would agree that homo-sapiens do so by ingesting the substances that make their bodies function properly. For this reason, foods and drinks are rewards. Additional rewards, including those used for economic exchanges, ensure sufficient palatable food and drink supply. Mating and gene propagation is supported by powerful sexual attraction. Additional properties, like body form, augment the chance to mate and nourish and defend offspring and are therefore also rewards. Care for offspring until they can reproduce themselves helps gene propagation and is rewarding; otherwise, many believe mating is useless. According to David E Comings, as any small edge will ultimately result in evolutionary advantage [21], additional reward mechanisms like novelty seeking and exploration widen the spectrum of available rewards and thus enhance the chance for survival, reproduction, and ultimate gene propagation. These functions may help us to obtain the benefits of distant rewards that are determined by our own interests and not immediately available in the environment. Thus the distal reward function in gene propagation and evolutionary fitness defines the proximal reward functions that we see in everyday behavior. That is why foods, drinks, mates, and offspring are rewarding. There have been theories linking pleasure as a required component of health benefits salutogenesis, (salugenesis). In essence, under these terms, pleasure is described as a state or feeling of happiness and satisfaction resulting from an experience that one enjoys. Regarding pleasure, it is a double-edged sword, on the one hand, it promotes positive feelings (like mindfulness) and even better cognition, possibly through the release of dopamine [22]. But on the other hand, pleasure simultaneously encourages addiction and other negative behaviors, i.e., motivational toxicity. It is a complex neurobiological phenomenon, relying on reward circuitry or limbic activity. It is important to realize that through the “Brain Reward Cascade” (BRC) endorphin and endogenous morphinergic mechanisms may play a role [23]. While natural rewards are essential for survival and appetitive motivation leading to beneficial biological behaviors like eating, sex, and reproduction, crucial social interactions seem to further facilitate the positive effects exerted by pleasurable experiences. Indeed, experimentation with addictive drugs is capable of directly acting on reward pathways and causing deterioration of these systems promoting hypodopaminergia [24]. Most would agree that pleasurable activities can stimulate personal growth and may help to induce healthy behavioral changes, including stress management [25]. The work of Esch and Stefano [26] concerning the link between compassion and love implicate the brain reward system, and pleasure induction suggests that social contact in general, i.e., love, attachment, and compassion, can be highly effective in stress reduction, survival, and overall health. Understanding the role of neurotransmission and pleasurable states both positive and negative have been adequately studied over many decades [26–37], but comparative anatomical and neurobiological function between animals and homo sapiens appear to be required and seem to be in an infancy stage. Finding happiness is different between apes and humans As stated earlier in this expert opinion one key to happiness involves a network of good friends [38]. However, it is not entirely clear exactly how the higher forms of satisfaction and pleasure are related to a sugar rush, winning a sports event or even sky diving, all of which augment dopamine release at the reward brain site. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure. Remarkably, there are pathways for ordinary liking and pleasure, which are limited in scope as described above in this commentary. However, there are **many brain regions**, often termed hot and cold spots, that significantly **modulate** (increase or decrease) our **pleasure or** even **produce the opposite** of pleasure— that is disgust and fear [39]. One specific region of the nucleus accumbens is organized like a computer keyboard, with particular stimulus triggers in rows— producing an increase and decrease of pleasure and disgust. Moreover, the cortex has unique roles in the cognitive evaluation of our feelings of pleasure [40]. Importantly, the interplay of these multiple triggers and the higher brain centers in the prefrontal cortex are very intricate and are just being uncovered. Desire and reward centers It is surprising that many different sources of pleasure activate the same circuits between the mesocorticolimbic regions (Figure 1). Reward and desire are two aspects pleasure induction and have a very widespread, large circuit. Some part of this circuit distinguishes between desire and dread. The so-called pleasure circuitry called “REWARD” involves a well-known dopamine pathway in the mesolimbic system that can influence both pleasure and motivation. In simplest terms, the well-established mesolimbic system is a dopamine circuit for reward. It starts in the ventral tegmental area (VTA) of the midbrain and travels to the nucleus accumbens (Figure 2). It is the cornerstone target to all addictions. The VTA is encompassed with neurons using glutamate, GABA, and dopamine. The nucleus accumbens (NAc) is located within the ventral striatum and is divided into two sub-regions—the motor and limbic regions associated with its core and shell, respectively. The NAc has spiny neurons that receive dopamine from the VTA and glutamate (a dopamine driver) from the hippocampus, amygdala and medial prefrontal cortex. Subsequently, the NAc projects GABA signals to an area termed the ventral pallidum (VP). The region is a relay station in the limbic loop of the basal ganglia, critical for motivation, behavior, emotions and the “Feel Good” response. This defined system of the brain is involved in all addictions –substance, and non –substance related. In 1995, our laboratory coined the term “Reward Deficiency Syndrome” (RDS) to describe genetic and epigenetic induced hypodopaminergia in the “Brain Reward Cascade” that contribute to addiction and compulsive behaviors [3,6,41]. Furthermore, ordinary “liking” of something, or pure pleasure, is represented by small regions mainly in the limbic system (old reptilian part of the brain). These may be part of larger neural circuits. In Latin, hedus is the term for “sweet”; and in Greek, hodone is the term for “pleasure.” Thus, the word Hedonic is now referring to various subcomponents of pleasure: some associated with purely sensory and others with more complex emotions involving morals, aesthetics, and social interactions. The capacity to have pleasure is part of being healthy and may even extend life, especially if linked to optimism as a dopaminergic response [42]. Psychiatric illness often includes symptoms of an abnormal inability to experience pleasure, referred to as anhedonia. A negative feeling state is called dysphoria, which can consist of many emotions such as pain, depression, anxiety, fear, and disgust. Previously many scientists used animal research to uncover the complex mechanisms of pleasure, liking, motivation and even emotions like panic and fear, as discussed above [43]. However, as a significant amount of related research about the specific brain regions of pleasure/reward circuitry has been derived from invasive studies of animals, these cannot be directly compared with subjective states experienced by humans. In an attempt to resolve the controversy regarding the causal contributions of mesolimbic dopamine systems to reward, we have previously evaluated the three-main competing explanatory categories: “liking,” “learning,” and “wanting” [3]. That is, dopamine may mediate (a) liking: the hedonic impact of reward, (b) learning: learned predictions about rewarding effects, or (c) wanting: the pursuit of rewards by attributing incentive salience to reward-related stimuli [44]. We have evaluated these hypotheses, especially as they relate to the RDS, and we find that the incentive salience or “wanting” hypothesis of dopaminergic functioning is supported by a majority of the scientific evidence. Various neuroimaging studies have shown that anticipated behaviors such as sex and gaming, delicious foods and drugs of abuse all affect brain regions associated with reward networks, and may not be unidirectional. Drugs of abuse enhance dopamine signaling which sensitizes mesolimbic brain mechanisms that apparently evolved explicitly to attribute incentive salience to various rewards [45]. Addictive substances are voluntarily self-administered, and they enhance (directly or indirectly) dopaminergic synaptic function in the NAc. This activation of the brain reward networks (producing the ecstatic “high” that users seek). Although these circuits were initially thought to encode a set point of hedonic tone, it is now being considered to be far more complicated in function, also encoding attention, reward expectancy, disconfirmation of reward expectancy, and incentive motivation [46]. The argument about addiction as a disease may be confused with a predisposition to substance and nonsubstance rewards relative to the extreme effect of drugs of abuse on brain neurochemistry. The former sets up an individual to be at high risk through both genetic polymorphisms in reward genes as well as harmful epigenetic insult. Some Psychologists, even with all the data, still infer that addiction is not a disease [47]. Elevated stress levels, together with polymorphisms (genetic variations) of various dopaminergic genes and the genes related to other neurotransmitters (and their genetic variants), and may have an additive effect on vulnerability to various addictions [48]. In this regard, Vanyukov, et al. [48] suggested based on review that whereas the gateway hypothesis does not specify mechanistic connections between “stages,” and does not extend to the risks for addictions the concept of common liability to addictions may be more parsimonious. The latter theory is grounded in genetic theory and supported by data identifying common sources of variation in the risk for specific addictions (e.g., RDS). This commonality has identifiable neurobiological substrate and plausible evolutionary explanations. Over many years the controversy of dopamine involvement in especially “pleasure” has led to confusion concerning separating motivation from actual pleasure (wanting versus liking) [49]. We take the position that animal studies cannot provide real clinical information as described by self-reports in humans. As mentioned earlier and in the abstract, on November 23rd, 2017, evidence for our concerns was discovered [50] In essence, although nonhuman primate brains are similar to our own, the disparity between other primates and those of human cognitive abilities tells us that surface similarity is not the whole story. Sousa et al. [50] small case found various differentially expressed genes, to associate with pleasure related systems. Furthermore, the dopaminergic interneurons located in the human neocortex were absent from the neocortex of nonhuman African apes. Such differences in neuronal transcriptional programs may underlie a variety of neurodevelopmental disorders. In simpler terms, the system controls the production of dopamine, a chemical messenger that plays a significant role in pleasure and rewards. The senior author, Dr. Nenad Sestan from Yale, stated: “Humans have evolved a dopamine system that is different than the one in chimpanzees.” This may explain why the behavior of humans is so unique from that of non-human primates, even though our brains are so surprisingly similar, Sestan said: “It might also shed light on why people are vulnerable to mental disorders such as autism (possibly even addiction).” Remarkably, this research finding emerged from an extensive, multicenter collaboration to compare the brains across several species. These researchers examined 247 specimens of neural tissue from six humans, five chimpanzees, and five macaque monkeys. Moreover, these investigators analyzed which genes were turned on or off in 16 regions of the brain. While the differences among species were subtle, **there was** a **remarkable contrast in** the **neocortices**, specifically in an area of the brain that is much more developed in humans than in chimpanzees. In fact, these researchers found that a gene called tyrosine hydroxylase (TH) for the enzyme, responsible for the production of dopamine, was expressed in the neocortex of humans, but not chimpanzees. As discussed earlier, dopamine is best known for its essential role within the brain’s reward system; the very system that responds to everything from sex, to gambling, to food, and to addictive drugs. However, dopamine also assists in regulating emotional responses, memory, and movement. Notably, abnormal dopamine levels have been linked to disorders including Parkinson’s, schizophrenia and spectrum disorders such as autism and addiction or RDS. Nora Volkow, the director of NIDA, pointed out that one alluring possibility is that the neurotransmitter dopamine plays a substantial role in humans’ ability to pursue various rewards that are perhaps months or even years away in the future. This same idea has been suggested by Dr. Robert Sapolsky, a professor of biology and neurology at Stanford University. Dr. Sapolsky cited evidence that dopamine levels rise dramatically in humans when we anticipate potential rewards that are uncertain and even far off in our futures, such as retirement or even the possible alterlife. This may explain what often motivates people to work for things that have no apparent short-term benefit [51]. In similar work, Volkow and Bale [52] proposed a model in which dopamine can favor NOW processes through phasic signaling in reward circuits or LATER processes through tonic signaling in control circuits. Specifically, they suggest that through its modulation of the orbitofrontal cortex, which processes salience attribution, dopamine also enables shilting from NOW to LATER, while its modulation of the insula, which processes interoceptive information, influences the probability of selecting NOW versus LATER actions based on an individual’s physiological state. This hypothesis further supports the concept that disruptions along these circuits contribute to diverse pathologies, including obesity and addiction or RDS.

**[2] Actor Spec— States must use util. Any other standard dooms the moral theory**

**Goodin 90.** Robert Goodin 90, [professor of philosophy at the Australian National University college of arts and social sciences], “The Utilitarian Response,” pgs 141-142 //RS

My larger argument turns on the proposition that there is something special about the situation of public officials that makes utilitarianism more probable for them than private individuals. Before proceeding with the large argument, I must therefore say what it is that makes it so special about public officials and their situations that make it both more necessary and more desirable for them to adopt a more credible form of utilitarianism. Consider, first, the argument from necessity. Public officials are obliged to make their choices under uncertainty, and uncertainty of a very special sort at that. All choices – public and private alike – are made under some degree of uncertainty, of course. But in the nature of things, private individuals will usually have more complete information on the peculiarities of their own circumstances and on the ramifications that alternative possible choices might have for them. Public officials, in contrast, are relatively poorly informed as to the effects that their choices will have on individuals, one by one. What they typically do know are generalities: averages and aggregates. They know what will happen most often to most people as a result of their various possible choices, but that is all. That is enough to allow public policy-makers to use the utilitarian calculus – assuming they want to use it at all – to choose general rules or conduct.

**[3] Extinction comes first under any framework.**

**Pummer 15** [Theron, Junior Research Fellow in Philosophy at St. Anne's College, University of Oxford. “Moral Agreement on Saving the World” Practical Ethics, University of Oxford. May 18, 2015] AT

There appears to be lot of disagreement in moral philosophy. Whether these many apparent disagreements are deep and irresolvable, I believe there is at least one thing it is reasonable to agree on right now, whatever general moral view we adopt: that it is very important to reduce the risk that all intelligent beings on this planet are eliminated by an enormous catastrophe, such as a nuclear war. How we might in fact try to reduce such existential risks is discussed elsewhere. My claim here is only that we – whether we’re consequentialists, deontologists, or virtue ethicists – should all agree that we should try to save the world. According to consequentialism, we should maximize the good, where this is taken to be the goodness, from an impartial perspective, of outcomes. Clearly one thing that makes an outcome good is that the people in it are doing well. There is little disagreement here. If the happiness or well-being of possible future people is just as important as that of people who already exist, and if they would have good lives, it is not hard to see how reducing existential risk is easily the most important thing in the whole world. This is for the familiar reason that there are so many people who could exist in the future – there are trillions upon trillions… upon trillions. There are so many possible future people that reducing existential risk is arguably the most important thing in the world, even if the well-being of these possible people were given only 0.001% as much weight as that of existing people. Even on a wholly person-affecting view – according to which there’s nothing (apart from effects on existing people) to be said in favor of creating happy people – the case for reducing existential risk is very strong. As noted in this seminal paper, this case is strengthened by the fact that there’s a good chance that many existing people will, with the aid of life-extension technology, live very long and very high quality lives. You might think what I have just argued applies to consequentialists only. There is a tendency to assume that, if an argument appeals to consequentialist considerations (the goodness of outcomes), it is irrelevant to non-consequentialists. But ***that is a huge mistake.*** Non-consequentialism is the view that there’s more that determines rightness than the goodness of consequences or outcomes; ***it is not the view that the latter don’t matter***. Even John Rawls wrote, “All ethical doctrines worth our attention take consequences into account in judging rightness. One which did not would simply be irrational, crazy.” ***Minimally plausible versions of deontology and virtue ethics must be concerned in part with promoting the good***, from an impartial point of view. They’d thus imply very strong reasons to reduce existential risk, at least when this doesn’t significantly involve doing harm to others or damaging one’s character. What’s even more surprising, perhaps, is that even if our own good (or that of those near and dear to us) has much greater weight than goodness from the impartial “point of view of the universe,” indeed even if the latter is entirely morally irrelevant, we may nonetheless have very strong reasons to reduce existential risk. Even egoism, the view that each agent should maximize her own good, might imply strong reasons to reduce existential risk. It will depend, among other things, on what one’s own good consists in. If well-being consisted in pleasure only, it is somewhat harder to argue that egoism would imply strong reasons to reduce existential risk – perhaps we could argue that one would maximize her expected hedonic well-being by funding life extension technology or by having herself cryogenically frozen at the time of her bodily death as well as giving money to reduce existential risk (so that there is a world for her to live in!). I am not sure, however, how strong the reasons to do this would be. But views which imply that, if I don’t care about other people, I have no or very little reason to help them are not even minimally plausible views (in addition to hedonistic egoism, I here have in mind views that imply that one has no reason to perform an act unless one actually desires to do that act). To be minimally plausible, egoism will need to be paired with a more sophisticated account of well-being. To see this, it is enough to consider, as Plato did, the possibility of a ring of invisibility – suppose that, while wearing it, Ayn could derive some pleasure by helping the poor, but instead could derive just a bit more by severely harming them. Hedonistic egoism would absurdly imply she should do the latter. To avoid this implication, egoists would need to build something like the meaningfulness of a life into well-being, in some robust way, where this would to a significant extent be a function of other-regarding concerns (see chapter 12 of this classic intro to ethics). But once these elements are included, we can (roughly, as above) argue that this sort of egoism will imply strong reasons to reduce existential risk. Add to all of this Samuel Scheffler’s recent intriguing arguments (quick podcast version available here) that most of what makes our lives go well would be undermined if there were no future generations of intelligent persons. On his view, my life would contain vastly less well-being if (say) a year after my death the world came to an end. So obviously if Scheffler were right I’d have very strong reason to reduce existential risk. ***We should also take into account moral uncertainty.*** What is it reasonable for one to do, when one is uncertain not (only) about the empirical facts, but also about the moral facts? I’ve just argued that there’s agreement among minimally plausible ethical views that we have strong reason to reduce existential risk – not only consequentialists, but also deontologists, virtue ethicists, and sophisticated egoists should agree. But even those (hedonistic egoists) who disagree should have a significant level of confidence that they are mistaken, and that one of the above views is correct. Even if they were 90% sure that their view is the correct one (and 10% sure that one of these other ones is correct), they would have pretty strong reason, from the standpoint of moral uncertainty, to reduce existential risk. Perhaps most disturbingly still, even if we are only 1% sure that the well-being of possible future people matters, it is at least arguable that, from the standpoint of moral uncertainty, reducing existential risk is the most important thing in the world. Again, this is largely for the reason that there are so many people who could exist in the future – there are trillions upon trillions… upon trillions. (For more on this and other related issues, see this excellent dissertation). Of course, it is uncertain whether these untold trillions would, in general, have good lives. It’s possible they’ll be miserable. It is enough for my claim that there is moral agreement in the relevant sense if, at least given certain empirical claims about what future lives would most likely be like, ***all minimally plausible moral views would converge on the conclusion that we should try to save the world***. While there are some non-crazy views that place significantly greater moral weight on avoiding suffering than on promoting happiness, for reasons others have offered (and for independent reasons I won’t get into here unless requested to), they nonetheless seem to be fairly implausible views. And even if things did not go well for our ancestors, I am optimistic that they will overall go fantastically well for our descendants, if we allow them to. I suspect that most of us alive today – at least those of us not suffering from extreme illness or poverty – have lives that are well worth living, and that things will continue to improve. Derek Parfit, whose work has emphasized future generations as well as agreement in ethics, described our situation clearly and accurately: “We live during the hinge of history. Given the scientific and technological discoveries of the last two centuries, the world has never changed as fast. We shall soon have even greater powers to transform, not only our surroundings, but ourselves and our successors. If we act wisely in the next few centuries, humanity will survive its most dangerous and decisive period. Our descendants could, if necessary, go elsewhere, spreading through this galaxy…. Our descendants might, I believe, make the further future very good. But that good future may also depend in part on us. If our selfish recklessness ends human history, we would be acting very wrongly.” (From chapter 36 of On What Matters)

## 2

Text: The United States federal government should maintain intellectual property protections on medicines. All other member nations should reduce intellectual property protections for medicines.

#### Biden PC is key to getting Manchin & Sinema on board – continued negotiations tentatively get their votes – it’s try or die for Tuesday’s vote

Edmondson & Cochrane 10/24 [Catie Edmondson is a reporter in the Washington bureau of The New York Times, covering Congress, Emily Cochrane is a correspondent based in Washington. She has covered Congress since late 2018, focusing on the annual debate over government funding and economic legislation, ranging from emergency pandemic relief to infrastructure, “Biden Meets With Manchin and Schumer as Democrats Race to Finish Social Policy Bill”, 10-24-2021, New York Times, https://www.nytimes.com/2021/10/24/us/politics/biden-manchin-schumer-spending-bill.html]//pranav

WASHINGTON — President Biden huddled with key Democrats on Sunday to iron out crucial spending and tax provisions as they raced to wrap up their expansive social safety net legislation before his appearance at a U.N. climate summit next week. Speaker Nancy Pelosi of California said Democrats were close to completing the bill, displaying confidence that the negotiations over issues like paid leave, tax increases and Medicare benefits that have bedeviled the party for months would soon end. “We have 90 percent of the bill agreed to and written. We just have some of the last decisions to be made,” Ms. Pelosi said on CNN’s “State of the Union,” adding that she hoped to pass an infrastructure bill that had already cleared the Senate and have a deal in hand on the social policy bill by the end of the week. “We’re pretty much there now.” Her comments came as Mr. Biden met with Senators Chuck Schumer of New York, the majority leader, and Joe Manchin III of West Virginia, one of the critical centrist holdouts on the budget bill. The White House called the breakfast at Mr. Biden’s Wilmington home a “productive discussion.” For weeks, intraparty divisions over the scope and size of their marquee domestic policy plan have delayed an agreement on how to trim the initial $3.5 trillion blueprint Democrats passed this year. In order to bypass united Republican opposition and pass the final bill, Democrats are using an arcane budget process known as reconciliation, which shields fiscal legislation from a filibuster but would require every Senate Democrat to unite behind the plan in the evenly divided chamber. The party’s margins in the House are not much more forgiving. Facing opposition over the $3.5 trillion price tag, White House and party leaders are coalescing around a cost of up to $2 trillion over 10 years. They have spent days negotiating primarily with Mr. Manchin and Senator Kyrsten Sinema, Democrat of Arizona and another centrist holdout. House Democratic leaders hope to advance both a compromise reconciliation package and the $1 trillion bipartisan infrastructure package. Liberals have so far balked at voting on the bipartisan deal until the more expansive domestic policy package — which is expected to address climate change, public education and health care — is agreed upon. But Democrats are facing a new sense of urgency to finish the legislation before Mr. Biden’s trip to a major United Nations climate change conference, where he hopes to point to the bill as proof that the United States is serious about leading the effort to fight global warming. “The president looked us in the eye, and he said: ‘I need this before I go and represent the United States in Glasgow. American prestige is on the line,’” Representative Ro Khanna, a California Democrat who met with Mr. Biden last week at the White House, said on “Fox News Sunday.” Democrats are also increasingly eager to deliver the bipartisan legislation to Mr. Biden’s desk before elections for governor in Virginia and New Jersey on Nov. 2, to show voters the party is making good on its promise to deliver sweeping social change. And a number of transportation programs will lapse at the end of the month without congressional action on either a stopgap extension or passage of the infrastructure bill, leading to possible furloughs.

#### Big Pharma hates the plan – empirics – err neg our ev literally cites their press releases

PhRMA ’21 [The Pharmaceutical Research and Manufacturers of America (PhRMA) represents the country’s leading innovative biopharmaceutical research companies, which are devoted to discovering and developing medicines that enable patients to live longer, healthier and more productive lives. Since 2000, PhRMA member companies have invested nearly $1 trillion in the search for new treatments and cures, including an estimated $83 billion in 2019 alone, “PhRMA Statement on WTO TRIPS Intellectual Property Waiver”, 05-05-2021, https://www.phrma.org/coronavirus/phrma-statement-on-wto-trips-intellectual-property-waiver]//pranav

WASHINGTON, D.C. (May 5, 2021) – Pharmaceutical Research and Manufacturers of America (PhRMA) president and CEO Stephen J. Ubl made the following statement after the United States Trade Representative expressed support for a proposal to waive patent protections for COVID-19 medicines: “In the midst of a deadly pandemic, the Biden Administration has taken an unprecedented step that will undermine our global response to the pandemic and compromise safety. This decision will sow confusion between public and private partners, further weaken already strained supply chains and foster the proliferation of counterfeit vaccines. “This change in longstanding American policy will not save lives. It also flies in the face of President Biden’s stated policy of building up American infrastructure and creating jobs by handing over American innovations to countries looking to undermine our leadership in biomedical discovery. This decision does nothing to address the real challenges to getting more shots in arms, including last-mile distribution and limited availability of raw materials. These are the real challenges we face that this empty promise ignores. “In the past few days alone, we’ve seen more American vaccine exports, increased production targets from manufacturers, new commitments to COVAX and unprecedented aid for India during its devastating COVID-19 surge. Biopharmaceutical manufacturers are fully committed to providing global access to COVID-19 vaccines, and they are collaborating at a scale that was previously unimaginable, including more than 200 manufacturing and other partnerships to date. The biopharmaceutical industry shares the goal to get as many people vaccinated as quickly as possible, and we hope we can all re-focus on that shared objective.”

#### They lash out against infra and use COVID clout to kill it – they have public support, and a win now postpones reform indefinitely which turns case

Fuchs et al. 09/02 [Hailey Fuchsattended Yale University and was an inaugural Bradlee Fellow for The Washington Post, where she reported on national politics**,** Alice Ollstein is a health care reporter for POLITICO Pro, covering the Capitol Hill beat. Prior to joining POLITICO, she covered federal policy and politics for Talking Points Memo, Megan Wilson is a health care and influence reporter at POLITICO, “Drug industry banks on its Covid clout to halt Dems’ push on prices”, 09-02-2021, https://www.politico.com/news/2021/09/02/drug-prices-democrats-lobbying-508127]//pranav

As Democrats prepare a massive overhaul of prescription drug policy, major pharmaceutical companies are mounting a lobbying campaign against it, arguing that the effort could undermine a Covid fight likely to last far longer than originally expected. In meetings with lawmakers, lobbyists for the pharmaceutical industry have issued warnings about the reconciliation package now moving through both chambers of Congress that is set to include language allowing Medicare to negotiate the price of some drugs, which could generate billions of dollars in savings. In those conversations, K Street insiders say, lobbyists have explicitly mentioned that the fight against the coronavirus will almost certainly extend beyond the current surge of the Delta variant. And they’re arguing that now isn’t the time to hit the industry with new regulations or taxes, particularly in light of its successful efforts to swiftly develop vaccines for the virus. “For years, politicians have been saying that the federal government can interfere in the price of medicines and patients won’t suffer any harm,” said Brian Newell, a spokesperson for the Pharmaceutical Research and Manufacturers of America, or PhRMA, in a statement. “But in countries where this already happens, people experience fewer choices and less access to prescription medicines. Patients know if something sounds too good to be true, then it usually is.” The escalating warnings from the pharmaceutical industry are part of what is expected to be one of the more dramatic and expensive lobbying fights in recent memory, and a heightened repeat of the industry’s pushback to actions by former President Donald Trump to target drug prices. The proposal now under consideration in Democrats’ reconciliation package could save the federal government hundreds of billions of dollars by leveraging its ability to purchase prescription drugs, according to a report from the Congressional Budget Office. Without those funds, Democrats won’t be able to pay for the rest of the health care agenda they’ve promised to voters, including expansions of Medicare, Medicaid and Obamacare. But the plan has political power as more than a revenue raiser. Party leaders — from President Joe Biden to Senate Budget Chair Bernie Sanders (I-Vt.) — are touting it as one of the most important components of the $3.5 trillion package, with the potential to lower out-of-pocket health spending for tens if not hundreds of millions of people. Outside advocates have also zeroed in on it as the most consequential policy fight on the horizon. “This is the best chance that we have seen in a couple of decades to enact meaningful reforms to drug pricing policy in the United States that will lower the prices of prescription drugs, and it’s very clear that the drug companies are going all out to stop it,” said David Mitchell, founder of Patients for Affordable Drugs. “This is Armageddon for pharma.” Progressive Democrats and their outside allies believe they’re closer than they’ve been in decades to imposing some price controls, and worry that failure to do so this year will delay progress indefinitely given the possibility of the party losing one or more chambers of Congress in the 2022 midterms. In April, the House passed a fairly aggressive version — H.R. 3 (117) — though a handful of moderate Democrats friendly to the industry have threatened to block it when it comes back to the floor for a vote later this fall. Leadership has largely shrugged off this threat, banking on the fact that the most vulnerable frontline Democrats are vocally in favor of the policy, while most of the dissenters sit in safe blue districts. The Senate is designing its own version, outlined by Sen. Ron Wyden (D-Ore.) in June, as a middle ground between HR3 and the more narrow, bipartisan bill he and Sen. Chuck Grassley (R-Iowa) put forward last Congress. A senior Senate Democratic aide confirmed to POLITICO that the bill is nearly complete and that they’re in the process of shopping it around to undecided senators to make sure it has enough support to move forward in the 50-50 upper chamber. “It makes sense to get buy-in before releasing it rather than releasing it with fingers crossed and then tweaking it once members complain,” the aide said. But the reform push is coming at a time when the pharmaceutical industry is working hand-in-hand with government officials to combat the pandemic and enjoying a boost in public opinion as a result, even as drug costs continue to rise. The companies claim that fundamental changes to their bottom line — in addition to the Medicare provision, the reconciliation bill will likely raise corporate tax rate significantly, as high as 28 percent (a jump of 7 percentage points) — will threaten its current investments in research and development at a historically critical juncture. With the final draft of the bill expected in the coming weeks, the Pharmaceutical Research and Manufacturers of America, the lobbying arm of the pharmaceutical industry, is taking its case public. The group has recently spent at least seven figures on ads pressuring Congress not to change Medicare drug policy.

#### Big pharma always wins – independently kills aff solvency bc it causes the plan to be watered down so much that de facto monopolies can survive

Florko & Facher ‘19 [Nicholas Florko is a Stat News Washington correspondent and Lev Facher is Stat News health and life sciences writer, “How pharma, under attack from all sides, keeps winning in Washington”, 07-16-2019, Stat News, https://www.statnews.com/2019/07/16/pharma-still-winning/]//pranav

It does not seem to matter how angrily President Trump tweets, how pointedly House Speaker Nancy Pelosi lobs a critique, or how shrewdly health secretary Alex Azar drafts a regulatory change. The pharmaceutical industry is still winning in Washington. In the past month alone, drug makers and the army of lobbyists they employ pressured a Republican senator not to push forward a bill that would have limited some of their intellectual property rights, according to lobbyists and industry representatives. They managed to water down another before it was added to a legislative package aimed at lowering health care costs. Lobbyists also convinced yet another GOP lawmaker — once bombastically opposed to the industry’s patent tactics — to publicly commit to softening his own legislation on the topic, as STAT reported last month. Even off Capitol Hill, they found a way to block perhaps the Trump administration’s most substantial anti-industry accomplishment in the past two years: a rule that would have required drug companies to list their prices in television ads. To pick their way through the policy minefield, drug makers have successfully deployed dozens of lobbyists and devoted record-breaking sums to their federal advocacy efforts. But there is also a seemingly new strategy in play: industry CEOs have targeted their campaign donations this year on a pair of vulnerable Republican lawmakers — and then called on them not to upend the industry’s business model. In more than a dozen interviews by STAT with an array of industry employees, Capitol Hill staff, lobbyists, policy analysts, and advocates for lower drug prices, however, an unmistakable disconnect emerges. Even though Washington has stepped up its rhetorical attacks on the industry, and focused its policymaking efforts on reining in high drug prices, the pharmaceutical industry’s time-honored lobbying and advocacy strategies have kept both lawmakers and the Trump administration from landing any of their prescription-drug punches. “Big Pharma has replaced Big Tobacco as the most powerful brute in the ranks of Washington power brokers,” Sen. Dick Durbin (D-Ill.) said in a statement to STAT. Durbin, who recently saw the industry successfully oppose his proposal to curtail some of the industry’s patent maneuvering, added that, “Pharma’s billions allow them to continue to rip off American families and taxpayers.” The industry doesn’t get all the credit; it has also benefited from a fractured Congress and discord between President Trump’s most senior health care advisers. PhRMA, the drug industry’s largest lobbying group here, declined to comment for this article. But industry leaders have broadly argued against efforts to rein in the industry’s practices in terms of price hikes and patents, making the case that that could irreparably stifle medical innovation. The battle is far from over, and industry representatives and lobbyists are quick to hypothesize that the worst, for them, is yet to come. They point to several ongoing legislative initiatives, including in the Senate Finance Committee, that could take more concerted direct aim at their pricing strategies in Medicare. They’re waiting, too, to see if House Democrats can cut a drug pricing deal with the White House to empower Medicare to negotiate at least some drug prices. Another pending regulation, loathed by drug makers, might tie their pricing decisions in Medicare to an index of international prices. They’ve also bemoaned the Trump administration’s decision last week to abandon a policy change that would have ended drug rebates — which, the pharmaceutical industry has said, could have given drug makers more space to lower their prices voluntarily. “We’re getting killed!” one pharma lobbyist told STAT. Of course, the Trump administration’s supposedly devastating decision to abandon that proposal simply maintains the status quo. “Big Pharma has replaced Big Tobacco as the most powerful brute in the ranks of Washington power brokers.” n Valentine’s Day, Sen. Thom Tillis (R-N.C.) enjoyed a showering of love that is familiar in Washington: a flood of campaign contributions, many at the federal limit of $2,800 for a candidate or $5,000 for an affiliated political committee. One donation came from Pfizer’s CEO, Albert Bourla, who donated $5,000 to Tillis and another $10,000 to Sen. John Cornyn (R-Texas) and associated campaign committees. Another came from Kenneth Frazier, the top executive at Merck. The Tillis campaign committee eventually cashed checks from CEOs and other high-ranking executives at those companies as well as Amgen, Eli Lilly, Sanofi, and Bristol Myers-Squibb, plus two high-ranking officials at the advocacy group PhRMA. Six lobbyists at one firm that works with PhRMA, BGR, also combined to contribute $100,000 to a bevy of Republican lawmakers and the party’s campaign arms. Tillis raised an additional $64,500 from drug industry political action committees in the past quarter, according to disclosures released on Monday. A Pfizer spokeswoman declined to comment about Bourla’s contributions, and representatives for the other companies did not respond to STAT’s request for comment. Tills was one of few individual lawmakers — in many cases, the only one — to whom the executives had written personal checks during the current election cycle. While drug industry CEOs frequently contribute to political committees for congressional leadership, the breadth of executives who donated Tillis specifically is notable, particularly considering his outspoken role on pharmaceutical industry issues. While lobbyists pushed back on the notion that campaign contributions directly influence votes, the donations targeted so specifically to a particular candidate could be seen as a prime example of Washington’s system for rewarding loyalty and how industries protect their interests. The same PhRMA PAC that donated to Tillis has given generously in recent years: nearly $200,000 in the 2018 campaign cycle, roughly 58% of which was targeted toward Republicans. Drug industry PACs donated $10.3 million in total in that cycle, according to the Center for Responsive Politics. The figure two years before was even higher: a total of $12.2 million from industry-aligned PACs alone. It is no accident that the pharmaceutical industry has maintained its reputation among the nation’s most powerful lobbies, said Sheila Krumholz, the executive director of the Center for Responsive Politics, an organization that tracks political influence. “Their access and influence goes beyond this Congress or even the administration,” Krumholz said in an interview, adding that she “was struggling to think of evidence” it had waned. Pharma has a reputation here for winning on policy — often thanks to the lawmakers who are among the biggest recipients of the millions that drug corporations, employees, and the industry political arms donate each year. Even as the rhetoric has escalated, the industry has quietly worked to insulate itself from any major legislative changes. Take, for example, a recent about-face from Cornyn, the Texas Republican who took in some campaign cash alongside Tillis. As recently as February, Cornyn seemed to be positioning himself as a rare Republican figurehead for anti-pharma congressional wrath. At a widely publicized hearing before the Senate Finance Committee, he went head-to-head with AbbVie CEO Richard Gonzalez, pressing him to explain why the company had filed more than 100 patents on its blockbuster arthritis drug Humira. Cornyn introduced legislation soon after the skirmish to crack down on patent “thicketing,” a term for a drug company tactic to accumulate tens, if not hundreds, of patents to shield a drug from potential generic competition. Pharma sprung into action. They recruited congressional allies, including Tillis, to pressure Cornyn to significantly rework the bill, and they succeeded. The version of the bill that eventually cleared the Senate Judiciary Committee was stripped of language that would have empowered the Federal Trade Commission to go after patent thicketing. Instead, the bill limited how many patents a drug maker could assert in a patent lawsuit. The new version of the bill lost “a lot of teeth” and “solves a narrower problem in a narrow way,” advocates told STAT when the change was first introduced. It is far from the only example of the industry’s aggressive interventions to water down legislation. “In lots of ways they’re like the [National Rifle Association], because they have an incredible power to squash out any negative opinion, nor to feel any of the ill effects of those things,” said Pallavi Damani Kumar, an American University crisis communications professor who once worked in media relations for drug manufacturers. “It just speaks to how incredibly savvy they are.” Pharmaceutical industry lobbyists also successfully fought to keep another anti-drug industry patent proposal from Sen. Bill Cassidy (R-La.) and Dick Durbin (D-Ill.) out of a bipartisan drug pricing package moving through the Senate HELP Committee. The legislation would have allowed the FDA to approve cheaper versions of drugs, even when the more expensive product was protected by certain patents. Cassidy’s proposal never even made it into the HELP package. As the lobbyist who bemoaned the withdrawal of the rebate rule put it, Cassidy “simmered down” in the face of industry pressure. In recent weeks, the industry had targeted Cassidy in particular, in recent weeks, for fear he would break with many of his GOP colleagues to support a cap on some price hikes for drugs purchased under Medicare, a proposal so far pushed only by Democrats. “Sen. Cassidy doesn’t care what lobbyists think — he is going to do what’s best for patients,” said Ty Bofferding, a Cassidy spokesman. “Sen. Cassidy fought for the committee to include the REMEDY Act in the package, despite strong opposition from the pharmaceutical industry.” The committee eventually included half the bill’s provisions, he added, as well as four other pieces of legislation meant to prevent the industry from taking advantage of the patent system. The drug industry also notched a win by watering down another proposal in that package from Sen. Susan Collins (R-Maine) that would have blocked drug makers from suing over patents they didn’t disclose to the FDA. The version of the bill that actually made it into the package doesn’t block drug makers from suing, but instead directs the FDA to create a public list of companies that fail to disclose their patents. “This change is a big win for drug makers,” Michael Carrier, a Rutgers University professor and expert on patent gaming, told STAT. “Shaming is something drug makers don’t seem worried about.” Matthew Lane, the executive director of the Coalition Against Patent Abuse, likewise added that the altered bill “doesn’t seem to be doing much anymore.” Not all of the pharma-endorsed changes, however, are self-serving. Patent experts and federal regulators too had raised concerns with some of the bill being proposed. Cornyn’s patent bill was particularly controversial. “These provisions encourage ‘fishing expeditions’ by zealous bureaucrats, politically motivated by the popularity of efforts to reduce drug prices and garner the political benefits of being seen to be pursuing these ends,” Kevin Noonan, a patent lawyer at McDonnell Boehnen Hulbert & Berghoff wrote in a recent blog post, referring to the original Cornyn bill. Drug-pricing advocates said lobbyists have even managed to convince lawmakers to introduce some legislation they say has explicitly favored the drug industry, including intellectual property-focused legislation that would allow drug makers to patent human genes. That particular bill would “undo the bipartisan effort underway to fix pharma’s exploitation of the patent system,” said the Coalition Against Patent Abuse. And they were far from the only group raising concerns. The American Civil Liberties Union and more than 150 other groups wrote to lawmakers last month opposing the bill. Pharma’s list of policy victories goes on: Drug companies and allied patient groups forced the Trump administration to back off a proposal to make relatively minor changes to Medicare’s so-called protected classes policy. Currently, Medicare is required to cover all drugs for certain conditions, including depression and HIV. The Trump administration proposed in November that private Medicare plans should be able to remove certain drugs in those classes from their formularies, if the drugs were just new formulations of a cheaper, older version of the same drug, or when a drug spiked in price. But drug industry opposition helped convince the administration to spike that effort. A week ago, the industry struck its biggest blow yet. Three of the country’s largest pharmaceutical companies —Amgen, Eli Lilly, and Merck — prevailed in a lawsuit to strike down a Trump administration requirement that they disclose list prices in television advertisements. The lack of congressional action — despite the Democratic enthusiasm and bipartisan appetite — is still further evidence of industry’s ability to stave off defeat. As the dozens of Democrats running for president ramp up their anti-pharma rhetoric, both Trump and progressives have begun to fret that Washington’s efforts have proven to be all bark and no bite. With two weeks remaining before the August recess and an escalating 2020 campaign, some advocates fear that the window for bold action is closing quickly. “It’s appalling that we are six months into this Congress and we haven’t seen meaningful legislation passed on American’s number one issue for this congress,” said Peter Maybarduk, who leads drug-pricing initiatives for the advocacy group Public Citizen. “Congress needs to get its act together.”

#### Infra’s k2 stopping existential climate change – warming is incremental and every change in temperature is vital

Higgins 8/16 [Trevor, Senior Director, Domestic Climate and Energy, “Budget Reconciliation Is the Key to Stopping Climate Change”, 08-16-2021, https://www.americanprogress.org/issues/green/news/2021/08/16/502681/budget-reconciliation-key-stopping-climate-change/]//pranav

The United States is suffering acutely from the chaotic changes in climate that scientists now directly attribute to the burning of fossil fuels and other human activity. The drought, fires, extreme heat, and floods that have already killed hundreds this summer across the continent and around the world are a tragedy—and a warning of worsening instability yet to come. However, this week, the Senate initiated an extraordinary legislative response that would set the world on a different path. Enacting the full scope of President Joe Biden’s Build Back Better agenda would put the American economy to work leading a global transition to clean energy and stabilizing the climate. A look at what’s coming next through the budget reconciliation process reveals a ray of hope that is easy to miss amid the fitful negotiations of recent months: At long last, Congress is on the verge of major legislation that would build a more equitable, just, and inclusive clean energy economy. This is our shot to stop climate change. Building a clean energy future must start now Until the global economy stops polluting the air and instead starts to draw down the emissions of years past, the world will continue to heat up, blundering past perilous tipping points that threaten irreversible and catastrophic consequences. Stemming the extent of warming at 1.5 degrees Celsius rather 2 degrees or worse will reduce the risk of crossing such tipping points or otherwise exceeding the adaptive capacity of human society. Every degree matters. Stabilizing global warming at 1.5 degrees Celsius starts with cutting annual greenhouse gas emissions in the United States to half of peak levels by 2030. This isn’t about temporary offsets or incremental gains in efficiency—it’s about the rapid adoption of scalable solutions that will work throughout the world to eliminate global net emissions by 2050 and sustain net-negative emissions thereafter. Building this better future will tackle climate change, deliver on environmental justice, and create good jobs. It will give us a shot to stop the planet from continuously warming. It will alleviate the concentrated burdens of fossil fuel pollution, which are concentrated in systemically disadvantaged, often majority Black and brown communities. It will empower American workers to compete in the global clean energy economy of the 21st century. There is no time to lose in the work of building a clean energy future.

## 3

## Case

### Framework

**[1]** Deleuze collapses to util – **our identities are constantly changing, but ONLY based off of our experiences which is why we’re all different**

**Parfit 84.** Derek Parfit 1984, “Reasons and Persons”, Oxford Paperbacks

It is in fact true that one hemisphere is enough. There are many people who have survived, when a stroke or injury puts out of action one of their hemispheres. With his remaining hemisphere, such a person may need to re-learn certain things, such as adult speech, or how to control both hands. But this is possible. In my example I am assuming that, as may be true of certain actual people, both of my hemispheres have the full range of abilities. I could thus survive with either hemisphere, without any need for re-learning.¶ I shall now combine these last two claims. I would survive if my brain was successfully transplanted into my twin's body. And I could survive with only half my brain, the other half having been destroyed. Given these two facts, it seems clear that I would survive if half my brain was successfully transplanted into my twin's body, and the other half was destroyed.¶ What if the other half was not destroyed? This is the case that Wiggins described: that in which a person, like an amoeba, divides.40 To simplify the case, I assume that I am one of three identical triplets. Consider¶ My Division. My body is fatally injured, as are the brains of my two brothers. My brain is divided, and each half is successfully transplanted into the body of one of my brothers. Each of the resulting people believes that he is me, seems to remember living my life, has my character, and is in every other way psychologically continuous with me. And he has a body that is very like mine.¶ This case is likely to remain impossible. Though it is claimed that, in certain people, the two hemispheres may have the same full range of abilities, this claim might be false. I am here assuming that this claim is true when applied to me. I am also assuming that it would be possible to connect a transplanted half-brain with the nerves in its new body. And I am assuming that we could divide, not just the upper hemispheres, but also the lower brain. My first two assumptions may be able to be made true if there is enough progress in neurophysiology. But it seems likely that it would never be possible to divide the lower brain, in a way that did not impair its functioning.¶ Does it matter if, for this reason, this imagined case of complete division will always remain impossible? Given the aims of my discussion, this does not matter. This impossibility is merely technical. The one feature of the case that might be held to be deeply impossible—the division of a person's consciousness into two separate streams—is the feature that has actually happened. It would have been important if this had been impossible, since this might have supported some claim about what we really are. It might have supported the claim that we are indivisible Cartesian Egos. It therefore matters that the division of a person's consciousness is in fact possible. There seems to be no similar connection between a particular view about what we really are and the impossibility of dividing and successfully transplanting the two halves of the lower brain. This impossibility thus provides no ground for refusing to consider the imagined case in which we suppose that this can be done. And considering this case may help us to decide both what we believe ourselves to be, and what in fact we are. As Einstein's example showed, it can be useful to consider impossible thought-experiments.¶ It may help to state, in advance, what I believe this case to show. It provides a further argument against the view that we are separately existing entities. But the main conclusion to be hdrawn is that personal identity is not what matters.¶ It is natural to believe that our identity is what matters. Reconsider the Branch-Line Case, where I have talked to my Replica on Mars, and am about to die. Suppose we believe that I and my Replica are different people. It is then natural to assume that my prospect is almost as bad as ordinary death. In a few days, there will be no one living who will be me. It is natural to assume that this is what matters. In discussing My Division, I shall start by making this assumption.¶ In this case, each half of my brain will be successfully transplanted into the very similar body of one of my two brothers. Both of the resulting people will be fully psychologically continuous with me, as I am now. What happens to me?¶ There are only four possibilities: (1) I do not survive; (2) I survive as one of the two people; (3) I survive as the other; (4) I survive as both.¶ The objection to (1) is this. I would survive if my brain was successfully transplanted. And people have in fact survived with half their brains destroyed. Given these facts, it seems clear that I would survive if half my brain was successfully transplanted, and the other half was destroyed. So how could I fail to survive if the other half was also successfully transplanted? How could a double success be a failure?¶ Consider the next two possibilities. Perhaps one success is the maximum score. Perhaps I shall be one of the two resulting people. The objection here is that, in this case, each half of my brain is exactly similar, and so, to start with, is each resulting person. Given these facts, how can I survive as only one of the two people? What can make me one of them rather than the other?¶ These three possibilities cannot be dismissed as incoherent. We can understand them. But, while we assume that identity is what matters, (1) is not plausible. My Division would not be as bad as death. Nor are (2) and (3) plausible. There remains the fourth possibility: that I survive as both of the resulting people.¶ This possibility might be described in several ways. I might first claim: ‘What we have called “the two resulting people” are not two people. They are one person. I do survive this operation. Its effect is to give me two bodies, and a divided mind.’¶ This claim cannot be dismissed outright. As I argued, we ought to admit as possible that a person could have a divided mind. If this is possible, each half of my divided mind might control its own body. But though this description of the case cannot be rejected as inconceivable, it involves a great distortion in our concept of a person. In my imagined Physics Exam I claimed that this case involved only one person. There were two features of the case that made this plausible. The divided mind was soon reunited, and there was only one body. If a mind was permanently divided, and its halves developed in different ways, it would become less plausible to claim that the case involves only one person. (Remember the actual patient who complained that, when he embraced his wife, his left hand pushed her away.)¶ The case of complete division, where there are also two bodies, seems to be a long way over the borderline. After I have had this operation, the two ‘products’ each have all of the features of a person. They could live at opposite ends of the Earth. Suppose that they have poor memories, and that their appearance changes in different ways. After many years, they might meet again, and fail even to recognise each other. We might have to claim of such a pair, innocently playing tennis: ‘What you see out there is a single person, playing tennis with himself. In each half of his mind he mistakenly believes that he is playing tennis with someone else.’ If we are not yet Reductionists, we believe that there is one true answer to the questionwhether these two tennis-players are a single person. Given what we mean by ‘person’, the answer must be No. It cannot be true that what I believe to be a stranger, standing there behind the net, is in fact another part of myself.

**That justifies util.**

**Gruzalski 86.** Bart Gruzalski 86 [UChicago], “Parfit's Impact on Utilitarianism”, Ethics, Vol. 96, No. 4, July 1986.

Parfit concludes his discussion of distributive moral principles by claiming that, “when we cease to believe that persons are separately existing entities, the Utilitarian view becomes more plausible. Is the gain in plausibility great, or small? My argument leaves this question open” (p. 342). In contrast, I have argued that the Reductionist View strongly supports the utilitarian account of desert and distributive justice. The argument has two aspects. One is the recognition of the utilitarian emphasis on secondary rules, including principles of distributive justice and policies of desert. These rules, principles, and policies are treated within the utilitarian account as if they have self-standing, whereas in fact they are justified on the principle of utility which alone has self-standing within the utilitarian program. The other aspect of the argument involves the recognition that the utilitarian’s dual treatment of secondary principles dovetails with the dual account of the nature of persons on the Reductionist View: persons exist, yet their existence just involves bodies and interrelated mental and physical events, and a complete description of our lives need not claim that persons exist. Furthermore, a body, brain, and interrelated series of mental and physical events are more fundamental and basic than the person whose existence just consists in them, much as the citizens and the territory are more fundamental and basic than the nation whose existence just consists in them. This corresponds precisely with the utilitarian account, for utilitarianism treats persons as fundamental and separate existents, while grounding this treatment on the impersonal elements of pain, suffering, happiness, and contentment. Because util-itarianism accurately reflects in this way the true nature of persons, it is much more plausible than has been previously recognized. In addition, since many of the current competitors to utilitarianism presuppose that the person is separate from the body, brain, and interrelated mental and physical events, it follows that these views err by being too personal and are therefore implausible. It follows that when we cease to believe that persons are separately existing entities, utilitarianism becomes significantly more plausible than any of its person-centered theoretical competitors.

[2] the rowe ev –

A] Interrogation of static norms is a desire itself, feeds into the Lack

B] Your evidence cites Patton’s project which proves that seeking to find theories outside of normativity just creates new conceptions of normativity. This justifies our theory as inevitable, reimagining util will still generate normative theories

C] We are not static—util is *empiric* meaning it constantly changes based on experiences. Util can be the reimagined theory

D] Affective politics turns inwards---never spills over at the expense of external action

Schrimshaw 12 – Will Schrimshaw, Ph.D. in Philosophy and Architecture at Newcastle University, is an artist and researcher from Wakefield based in Liverpool. January 28th, 2012, "Affective Politics and Exteriority"willschrimshaw.net/subtractions/affective-politics-and-exteriority/#

**The affective turn in recent politics thereby becomes auto-affective and in remaining bound to an individual’s feelings and emotions** undermines the possibility of its breaking out into collective action and mobilisation. Yet, referring back to Fisher’s article, it is where this affective orientation is inscribed into the social circuits of musical use and sonorous production that it perhaps begins to break out of the ideology of individualism through tapping into a transpersonal or `machinic’ dimension of affective signals that never find a voice yet remain expressive and hopefully inch towards efficacy. What is important to express here is that much of this affective content is inscribed in the use of music as much as its composition. As little of the Grime and Dancehall that Fisher and Dan Hancox catalogued towards a playlist of the riots and uprisings expresses in explicitly linguistic and lyrical content the sentiments of political activism, it is in the use of music and sound as a carrier of affects at the point of both playback and composition that its importance lies.2 Where music is deployed as a more affective than symbolic force in resistance, its significance becomes obscure and ambiguous from the perspective and expectations of symbolic coherence**. This noted lack of coherence and communicable message marks**, as Fisher points out, **a certain exhaustion of recognised channels of musical resistance: the protest song seems worn out, lacklustre, its own disempowerment, apparent obsolescence and displacement in pop culture a symptom compounding the apathy and estrangement that has characterised much of the still fairly recent discourse on youth and `political engagement’.**

E] they cab’t solve – getting rid of IPP does nothing to change the. Current economic systems – it j gets immortalized as “anti=capitalist” action which merely allows capitalism to reformulate itself

3] The rolli ev–

A] Turn: you cannot be revolutionary without the material. Revolution requires a following of people who can identify with your movement. Deleuze is ivory tower non-material nonsense.

b] Turn: Liberation requires an understanding of the oppressed *needs*, but your Deleuze evidence indicates that needs are not real. Your abstraction kills your effectiveness

C] The Method reproduces all the aspects of the aff they kritik through the attempt to represent nomadism

Miller 93 (Christopher L. --- professor in the Department of French and the Program in African and African-American Studies at Yale University The Postidentitarian Predicament in the Footnotes of A Thousand Plateaus: Nomadology, Anthropology, and Authority Source: Diacritics, Vol. 23, No.3, Histoires Coloniales (Autumn, 1993), pp. 6-35)

The problem of representing war in A Thousand Plateaus, the difficulty we have encountered, is part of a general pattern in the book. Representation is called into question, repudiated, placed under erasure, yet the footnotes inject the text with large doses of representational material. But by virtue of finding this material, we can't simply conclude that A Thousand Plateaus is completely undercut and subverted, revealed to be an "arborescent pseudomultiplicity." **From what Deleuze-and-Guattari and Massumi say about the book, we would expect it to function as a rhizome** in relation to the arborescent roots of its own archive: to "strangle the roots of the infamous tree" [xiii]. **But outright negation is not supposed to be an option, and we can see that it has not taken place. There is little or no explicit effort made in A Thousand Plateaus to "strangle" the representational, anthropological, Orientalist, historicist, or evolutionist nature out of source texts**. **On the contrary, Deleuze and Guattari in many cases enthusiastically join themselves to the representational project of their sources**, making it their own and surpassing its representational gestures. By using footnotes at all, the authors attach their argument and their concepts, like "becoming animal," to pre-existing, referential research-like Joset's book on leopard-men. This particular choice is an unfortunate one, but their confidence in it is high; Joset enables Deleuze and Guattari to make apparently authoritative statements about leopard-men and therefore to give their own invention the appearance of rigor and grounding, while denying that grounding and roots are what they want. The appearance of grounding and the illusion of a denied referentiality may be merely "for laughs," part of an elaborate game, but what is the outcome of this game? **A Thousand Plateaus sets out to "strangle" but winds up at least partially reproducing all of the following: representation, anthropology, evolution, primitivism, universalism, dualism, Oriental ism, and of course negation itself.** Primitivism is an interesting example. Everything in nomad thought should militate against this hierarchical, evolutionary, arborescent discourse. **Deleuze and Guattari's use of the term "primitive" reveals a profound ambivalence-**orperhapsjust confusion-about its validity. They occasionally distance themselves from it with quotation marks or the phrase "so-called" [388/483,443/ 553]; they playfully suggest that the term has nothing to do with "coming first" [222/271]. But **in the vast majority of cases, the authors use the term in an unreconstructed and authoritative fashion: they define and analyze "primitive society"** [see esp. 209-13/25459,430--37/535-45], showing how it "operate[s] essentially" [212/259]; they use the tenn freely and frequently [180/221, 188/231,357/441,435/542,444/555,449/560, 536n9/ 259n9, 543n62/341 n49]. Sometimes they use "so-called" or quotation marks on the same page with unproblematized uses of the term "primitivism" [209/254, 222/ 271]. They clearly suggest that Africans, Indians, and Chinese are "primitive peoples" [188/231]. **No offense intended, of course; their primitivism is supposedly uplifted and canceled out by the nomadology within which it is set, so it should be devoid of culturalist content. But it is not.** The category and the discourse of primitivism remain, in A Thousand Plateaus, substantially intact. **The same could be said of Deleuze and Guattari's Orientalism.**16 How is Deleuze and Guattari's nomadology applied to specific problems by other critics? Writing in the wake left by Deleuze and Guattari, William Pietz casts Africa in the role of a perfect allegory (my term) of the Body-without-Organs, another concept-Idea from A Thousand Plateaus [see ATP 149-66; Jardine 49-50]: "In the terminology of Deleuze and Guattari, Africa has throughout History been the geographical (or "territorialised") delirium of a body without organs, an immense unorganised body over which organs wander and make novel connections with each other" [271]. Pietz continues: "[I]f there is an equivalent on the overcoded human body to the historicalgeographical delirium of Africa as a body without organs, it is surely the clitoris" [27475].

Pietz only means to refer to the colonization of Africa [277], its inscription within the European imaginary, but in his accurate transcription of A Thousand Plateaus onto Africa, he fails-as did Deleuze and Guattari-to break with primitivism about Africa itself These authors need Africa to be primitive, "acephalic" [Pietz 282], and nomadic in order to have a place to talk about instead of just an idea. Nomadologists like Pietz, Kenneth White, Anny Milovanoff, and Deleuze and Guattari want their concept to be pure, but they continually call upon "actual" examples. Thus in Pietz's clever staging of nomad thought in Africa, "preliterate savages [presumably Africans] respond to the novel truth at work here": "Their response is perhaps the only possible one: to pursue a line of group flight which takes them altogether outside the frame of representation" [280--81; emphasis mine]. Africans will thus instinctively and unconsciously lead European thinkers into the promised land of nonrepresentation; but only the Europeans will know what has happened and why. Seeking to "[break] with the dominant semiology" [Guattari, qtd. in Pietz 282], these nomadologists merely reproduce it, valorizing the terms that had been denigrated before, reinventing primitivism. Deleuze and Guattari are of course aware of the many ironies and impasses in their work; rather than denying their existence, they celebrate them. Back in the introduction, in a passage I cited briefly above, they raised the possibility of rhizomes having "their own, even more rigid, despotism and hierarchy," to which they reply: "fine and good," because the dualism between rhizomes and arborescences is not ontological or axiological [20]. Their disclaimer is now familiar: "It is not a question of' returning' to the presignifying and presubjective semiotics of primitive [sic J peoples. We will always be failures at playing African [a faire Ie NegreJ or Indian, even Chinese" {1881231 ]. It is not a question of this or that place on earth, or of a given moment of history, still less of this or that category of thought. It is a question of a model that is perpetually in construction or collapsing, and of a process that is perpetually prolonging itself, breaking off and starting up again. No, this is not a new or different dualism .... We invoke one dualism only in order to challenge another. We employ a dualism of models only in order to arrive at a process that challenges all models. Each time, mental correctives [des correcteurs cerebraux] are necessary to undo the dualisms we had no wish to construct but through which we pass. Arrive at the magic formula we all seek-PLURALISM = MONISM---;;ia all the dualisms that are the enemy, the furniture we are forever rearranging. [20/31 ] Still**, I see no adequate "mental corrective" in A Thousand Plateaus to the problems of primitivism and ethnographic authority that I have tried to describe. Deleuze and Guattari move too quickly and without adequate reflection from this disclaimer back into heavy handed cultural representation through dualisms**. **To show awareness of the ironies in their writing is not to forestall the consequences of these ironies, the examination of which has been my subject here.**

#### D] Cambodia proves the Deleuzean project causes restratification and violence.

Barbrook 98 (Richard Barbrook is the Coordinator of the Hypermedia Research Centre at the University of Westminster. “THE HOLY FOOLS,” Nettime. August 27, 1998. <http://amsterdam.nettime.org/Lists-Archives/nettime-l-9808/msg00091.html>) **//WW JA 1/10/18**

Deleuze and Guattari enthusiastically joined this attack against the concept of historical progress. For them, the 'deterritorialisation' of urban society was the solution to the contradiction between participatory democracy and revolutionary elitism haunting the New Left. If the centralised city could be broken down into 'molecular rhizomes', direct democracy and the gift economy would reappear as people formed themselves into small nomadic bands. According to Deleuze and Guattari, anarcho-communism was not the 'end of history': the material result of a long epoch of social development. On the contrary, the liberation of desire from semiotic oppression was a perpetual promise: an ethical stance which could be equally lived by nomads in ancient times or social movements in the present. With enough intensity of effort, anyone could overcome their hierarchical brainwashing to become a fully-liberated individual: the holy fool.<21> Yet, as the experience of Frequence Libre proved, this rhetoric of unlimited freedom contained a deep desire for ideological control by the New Left vanguard. While the nomadic fantasies of A Thousand Plateaus were being composed, one revolutionary movement actually did carry out Deleuze and Guattari's dream of destroying the city. Led by a vanguard of Paris-educated intellectuals, the Khmer Rouge overthrew an oppressive regime installed by the Americans. Rejecting the 'grand narrative' of economic progress, Pol Pot and his organisation instead tried to construct a rural utopia. However, when the economy subsequently imploded, the regime embarked on ever more ferocious purges until the country was rescued by an invasion by neighbouring Vietnam. Deleuze and Guattari had claimed that the destruction of the city would create direct democracy and libidinal ecstasy. Instead, the application of such anti-modernism in practice resulted in tyranny and genocide. The 'line of flight' from Stalin had led to Pol Pot.

The rob:

1] crob: vote for the better debater as determined by evaluating only the direct consequences of the affirmative – anything else is inifintely regressive, arbitrary, and unpredictable.

2] no weighing mechanism under their rob – cant weigh between two diff forms of orientation

3] extinction focus solves – common orientation which allows for political action

4] You do not define revolutionary thought—the neg questions the implications of the aff meaning we can meet your vague ROB as well.

The Schafer ev –

#### Their authors conclude keeping small instances of the state is key.

Deleuze 80 (Gilles and Felix, philosophers and rhizomes, A Thousand Plateaus pg 160-161, dml)

You have to keep enough of the organism for it to reform each dawn; and you have to keep small supplies of significance and subjectification, if only to turn them against their own systems when the circumstances demand it, when things, persons, even situations, force you to; and you have to keep small rations of subjectivity in sufficient quantity to enable you to respond to the dominant reality. Mimic the strata. You don't reach the BwO, and its plane of consistency, by wildly destratifying. That is why we encountered the paradox of those emptied and dreary bodies at the very beginning: they had emptied themselves of their organs instead of looking for the point at which they could patiently and momentarily dismantle the organization of the organs we call the organism. There are, in fact, several ways of botching the BwO: either one fails to produce it, or one produces it more or less, but nothing is produced on it, intensities do not pass or are blocked. This is because the BwO is always swinging between the surfaces that stratify it and the plane that sets it free. If you free it with too violent an action, if you blow apart the strata without taking precautions, then instead of drawing the plane you will be killed, plunged into a black hole, or even dragged toward catastrophe. Staying stratified-- organized, signified, subjected-- is not the worst that can happen; the worst that can happen is if you throw the strata is demented or suicidal collapse, which brings them down on us heavier then ever. This is how it should be done: Lodge yourself on a stratum, experiment with the opportunities it offers, find an advantageous place on it, find potential movements of deterritorializations, possible lines of flight, experience them, produce flow conjunctions here and there, try out continuums of intensities segment by segment, have a small plot of new land at all times. It is through a meticulous relation with the strata that one succeeds in freeing lines of flight, causing conjugated flows to pass and escape and bringing forth continuous intensities for a BwO. Connect, conjugate, continue: a whole "diagram," as opposed to still signifying and subjective programs. We are in a social formation; first see how it is stratified for us and in us and at the place where we are; then descend from the strata to the deeper assemblage within which we are held; gently tip the assemblage, making it pass over to the side of the plane of consistency. It is only there that the BwO reveals itself for what it is: connection of desires, conjunction of flows, continuum of intensities. You have constructed your own little machine, ready when needed to be plugged into other collective machines. Castaneda describes a long process of experimentation (it makes little difference whether it is with peyote or other things): let us recall for the moment how the Indian forces him first to find a "place," already a difficult operation, then to find "allies," and then gradually to give up interpretation, to construct flow by flow and segment by segment lines of experimentation, becoming-animal, becoming-molecular, etc. For the BwO is all of that: necessarily a Place, necessarily a Plane, necessarily a Collectivity (assembling elements, things, plants, animals, tools, people, powers, and fragments of all of these; for it is not "my" body without organs, instead the "me" (moi) is on it, or what remains of me, unalterable and changing in form, crossing thresholds).

2] only affect that matters is pain + pleasure -> anything else freezes action because infinite possible affects to recognize prior to acting.

### Contention

Staticized arg –

1] assertion w/o a warrant + is about all intellectual property which proves massive alt cause to the aff

2] owning intellectual property is distinct from phsycial propert which is what their ev talks ab – owning the knowledge of how to produce medicine is way different

3] turn – getting rid of patents is worse – icnecitvizes alternative forms of possession which replicates their impacts, but worse

Cap arg –

Hold the line – no cap bad warrant in 1ac

#### Cap solves disease mutation

Jackson 16. Kerry, Pacific Research Institute; 12/19/16; Free Market Policies Needed To Incentivize Creation Of New Life-Saving Treatments; https://www.pacificresearch.org/article/free-market-policies-needed-to-incentivize-creation-of-new-life-saving-treatments/

“Our strongest antibiotics don’t work and patients are left with potentially untreatable infections,” Director Dr. Tom Frieden said when the CDC issued its warning. He asked doctors, hospitals and public health officials to “work together” to “stop these infections from spreading.” The 2014 Report to the President expressed a similar concern: “The evolution of antibiotic resistance is now occurring at an alarming rate and is outpacing the development of new countermeasures capable of thwarting infections in humans. This situation threatens patient care, economic growth, public health, agriculture, economic security and national security.” For those thinking this sort of thing shouldn’t be happening when medical science is more advanced than can almost be conceived, be assured that it is. And unless there are public policy interventions, it’s likely to get worse. “More and more microorganisms will continue to gain resistance to the current drug therapies because (antimicrobial resistance, or AMR) is basic evolution,” Wayne Winegarden writes in the Pacific Research Institute’s newly-released report “Incenting the Development of Antimicrobial Medicines to Address the Problem of Drug-Resistant Infections.” The International Federation of Pharmaceutical Manufacturers says the problem is caused by “a dearth of new antibiotic medicines.” At the same time that there’s been an increase in AMR, there has been “a sharp decline in the development of new antibiotic medicines.” The group reports that only two new classes of antibiotics have been discovered in the last three decades compared to 11 in the previous 50 years. The answers to many medical problems are still not within reach of researchers. But the hazards of AMR can be diminished. Winegarden suggests we begin with public health campaigns that encourage handwashing, which he calls a highly effective and low-cost way to reduce the spread of infection. He further recommends policy that would address the problem of antibiotic overuse and greater use of vaccines to cut the incidents of infection. But Winegarden’s primary concern is establishing the correct incentives for developing new antimicrobial medicines that would be effective against AMR microorganisms. He’s specifically referring to policies “based on a thorough understanding of the disincentives that are currently inhibiting their development.” “These disincentives are well-recognized,” he writes. “Despite the medical need, and despite the generally strong return on investment for many other drug classes, the return on investment for developing new antimicrobial medicines (particularly antibiotics) is too low.” Producing a new drug is a grinding and expensive endeavor. It can take 10 to 15 years to develop a single prescription drug that is introduced to the market, and a company can spend as much as $5.5 billion on research and development for each medication that is eventually approved and prescribed. Less than 2 percent of all projects launched to create new drugs succeed. This is not an environment in which pharmaceutical companies can get too amped up about pursuing new treatments. Yet new drug approvals increased over the last decade. Don’t look for a surge of antimicrobial drugs in that pipeline, though. Winegarden says that particular drug class is among several that “face unique impediments” that serve as disincentives for innovation. To overcome the steep hill that impedes the development of new AMR drugs, lawmakers must implement policies that unleash the incentives of the free market. Policymakers also should look at the 1983 federal Orphan Drug Act and its market-oriented reforms that increased the number of drugs developed to treat rare diseases. More than 400 have been introduced to the market since the law was enacted, compared to fewer than 10 in the 1970s. Put another way, government needs to remove its anchors from the process and let the market do what it does so well. In this case, that’s restoring patients’ health, enriching innovative companies that create jobs, and inspiring biotech start-ups such as the group of Stanford undergraduates that has been capitalized to develop new antibiotics. If the proper incentives are in place, the needed treatments will follow.

#### Pandemics end civilization – no burnout

Kerscher 14. Karl-Heinz, professor and management consultant “Space Education”, Wissenschaftliche Studie, 2014

The death toll for a pandemic is equal to the virulence, the deadliness of the pathogen or pathogens, multiplied by the number of people eventually infected. It has been hypothesized that there is an upper limit to the virulence of naturally evolved pathogens. This is because a pathogen that quickly kills its hosts might not have enough time to spread to new ones, while one that kills its hosts more slowly or not at all will allow carriers more time to spread the infection, and thus likely out-compete a more lethal species or strain. This simple model predicts that if virulence and transmission are not linked in any way, pathogens will evolve towards low virulence and rapid transmission. However, this assumption is not always valid and in more complex models, where the level of virulence and the rate of transmission are related, high levels of virulence can evolve. The level of virulence that is possible is instead limited by the existence of complex populations of hosts, with different susceptibilities to infection, or by some hosts being geographically isolated. The size of the host population and competition between different strains of pathogens can also alter virulence. There are numerous historical examples of pandemics that have had a devastating effect on a large number of people, which makes the possibility of global pandemic a realistic threat to human civilization.

**Independeltn impact turns ipp bad arg bc it’s all reasons why ipp is good**