# 1AC (send)

### 1AC - Advantage

#### Space tourism is a burgeoning market --- 2021 was just the beginning

Howell 21 [Elizabeth Howell, Ph.D., is a contributing writer for Space.com; she holds a Ph.D. and M.Sc. in Space Studies from the University of North Dakota, and a Bachelor of Journalism from Canada's Carleton University. Her latest book, NASA Leadership Moments, is co-written with astronaut Dave Williams. “Space Tourism Took a Giant Leap in 2021: Here’s 10 Milestones from the Year.” December 27, 2021. https://www.space.com/space-tourism-giant-leap-2021-milestones]

This year saw more space tourists fly to space on a bunch of different systems, and the story has only just begun. Virgin Galactic, Blue Origin and SpaceX each flew their first tourist-focused missions this year, sending aloft several people each with minimal training in professional spaceflight. Meanwhile, Roscosmos (the Russian federal space agency) brought two sets of space tourists into space, including a mission with Space Adventures. With 2022 also set to be busy, between more tourist flights and the expected addition of company Axiom Space (using a SpaceX Crew Dragon), we rounded up some of the main milestones of 2021 below. The four members of the Axiom Space Ax-1 crew: Michael Lopez-Alegria, former NASA astronaut, Axiom Space vice president and Ax-1 commander; Larry Connor, U.S. real estate entrepreneur and Ax-1 pilot; Mark Pathy, Canadian investor and philanthropist; and Eytan Stibbe, Israeli businessman and fighter pilot. (Image credit: collectSPACE.com) Axiom Space revealed its clients Jan. 26 for its first privately-funded and operated mission to the International Space Station (ISS). Called Axiom Mission 1 (Ax-1), the flight is arranged under a commercial agreement with NASA. Slated to launch on a SpaceX Dragon spacecraft are Larry Connor, an American real estate and technology entrepreneur; Eytan Stibbe, a businessman and former Israeli fighter pilot; Mark Pathy, a Canadian investor and philanthropist; and Michael Lopez-Alegria, a retired NASA astronaut with nearly 260 days in space already across four missions. In June, SpaceX and Axiom announced an agreement to fly three more missions to the orbiting complex after Ax-1. NASA officially cleared the Ax-1 crew for flight on Dec. 20. 2) Starship launches test flight and sticks the landing After several attempts on previous test landing that didn't make it safely to landing, SpaceX's Starship SN-15 prototype launched its own test flight May 5 and made it all the way from takeoff to touchdown. The uncrewed test flight coincidentally fell on the 60th anniversary of the United States' first-ever crewed spaceflight, which saw NASA astronaut Alan Shepard make it to suborbital space. SpaceX has said it hopes to use Starship to branch out in the solar system, especially for crewed Mars missions. 3) Virgin Galactic launches Richard Branson On July 11, Virgin Galactic launched its first operational tourist flight, featuring founder Richard Branson. It was "the experience of a lifetime," Branson said during a live broadcast of the flight. The four-person crew and two pilots of the Unity 22 test flight mission took off from the company's Spaceport America facility in New Mexico and flew just above the boundary of space, where everyone experienced about four minutes of weightlessness. Future flights of Virgin Galactic, though, have been delayed due to a Federal Aviation Administration investigation into a reported incident that happened during the spaceflight. That said, Virgin has opened up tickets again to paying spaceflyers, now at $450,000 apiece. 4) Blue Origin launches Jeff Bezos to space Days after the Virgin flight, Blue Origin launched its first crewed spaceflight on July 20, featuring founder Jeff Bezos and a set of other three space tourists, including Mercury 13 aviator Wally Funk. Since the system flies autonomously, no pilots were required to be on board (although Funk is highly qualified as an aviator) as the New Shepard system lifted off from Blue Origin's Launch Site One near the West Texas town of Van Horn. While Bezos and Branson denied their companies were in competition, the broadcast of Bezos' flight made several cutting remarks about the company flying above the Kármán line, an internationally recognized boundary of spaceflight that Virgin Galactic flights don't reach. Bezos also said in an interview in July that Blue Origin is not focused on competition, but building a "road to space." The company has adopted that catchphrase as a tagline and repeats it frequently during live broadcasts. 5) SpaceX stacks tallest booster ever with Starship SpaceX's first orbital Starship SN20 is stacked atop its massive Super Heavy Booster 4 for the first time on Aug. 6, 2021 at the company's Starbase facility near Boca Chica Village in South Texas. They stood 395 feet tall, taller than NASA's Saturn V moon rocket. (Image credit: SpaceX) SpaceX's newest Starship prototype (SN-20) perched on its massive Super Heavy booster for the first time on Friday (Aug. 6), briefly setting a new record for the world's tallest rocket during preparations for an orbital mission. The hour-long fit check brought the stack to 395 feet tall (120 m), taller than NASA's massive Saturn V moon rocket, which was 363 feet tall (110 m). Super Heavy alone stands 230 feet (70 meters) tall and Starship SN4 includes another 165 feet (50 m) of height. The next major milestone for Starship is the orbital launch that may take place in 2022, pending an environmental review by the Federal Aviation Administration and related government groups. SpaceX founder Elon Musk has pushed back launch estimates several times due to the review. 6) Inspiration4 launches 4 civilians on first orbital mission Billionaire Jared Isaacman's privately chartered spaceflight launched on Sept. 15, 2021 aboard a SpaceX Crew Dragon spacecraft, flying high in Earth orbit on a nearly three-day mission. Inspiration4 was the first crewed orbital mission with no professional astronauts on board (as the Virgin Galactic and Blue Origin flights preceding it were all suborbital missions.) Isaacman, a pilot, commanded the flight and was accompanied by physician assistant Hayley Arceneaux, data engineer Chris Sembroski, and geoscientist and science communication specialist Sian Proctor. Sembroski and Proctor won their seats in contests to support St. Jude Children's Research Hospital in Memphis, while Arceneaux is employed at that hospital. Resilience and its crew circled Earth for three days, splashing down off the Florida coast on Sept. 18. The mission exceeded its fundraising goal for St. Jude. 7) Blue Origin launches William Shatner A "Star Trek" star boldly went into suborbital space Oct. 13 on Blue Origin's second crewed space mission, called NS-18. William Shatner, 90, is best known for playing Captain James T. Kirk on "Star Trek: The Original Series." "That was unlike anything they described," Shatner was heard saying via a radio link as the capsule parachuted back to Earth, after carrying him and three other crew members to suborbital space. Shatner is now the oldest person to have ever flown to space, beating the record set by Wally Funk, 82, who flew on Blue Origin's first crewed flight July 20. Crew member Glen de Vries died in a plane crash weeks after the flight and Blue Origin dedicated their next crewed mission in December to him. 8) Russian film crew shoots drama on ISS Russian actress Yulia Peresild (center), director Klim Shipenko (second from right) and cosmonaut Oleg Novitskiy (right) bid farewell to their Russian crewmates Anton Shkaplerov (second from left) and Pyotr Dubrov before returning to Earth on Oct. 17, 2021. (Image credit: Roscosmos/Anton Shkaplerov via Twitter) Just days after Shatner's ride to space, a Russian film crew including actress Yulia Peresild and producer Klim Shipenko landed with cosmonaut Oleg Novitskiy of the Russian federal space corporation Roscosmos on Oct. 17. "Вызов" ("Challenge" in English) is the movie in production. It follows the fictional story of a surgeon (Peresild) who is launched to the station to perform emergency surgery on a cosmonaut (Novitskiy, who would play the role well given he is a cosmonaut in real life.) The effort is a joint production of Roscosmos, the Russian television station Channel One and the studio Yellow, Black and White. Given the small crew on hand in space, Shipenko took on several behind-the-scenes roles, including director, make-up artist, sound editor and cinematographer. 9) Blue Origin launches 'Good Morning America' host to space Blue Origin's next (and likely last) crewed flight of 2021 filled out all six seats in the New Shepard spacecraft during a successful launch and landing Dec. 11. The starring guest was Michael Strahan, host of "Good Morning America", who is a retired football player. (The crew threw mini-footballs in space to celebrate his past career.) Strahan said the experience was amazing. "I want to go back," he told Blue Origin founder Jeff Bezos after returning to Earth. "Touchdown has a new meaning now!!!" he wrote on Twitter after the flight. Also on the flight was Laura Shepard Churchley, 74, the daughter of NASA astronaut Shepard after whom the New Shepard system is named, and four other individuals who paid for their seats. Blue Origin has not yet released per-seat pricing for customers, and we are also awaiting details on their next planned crew launch. 10) Japanese billionaire Yusaku Maezawa flies to ISS A Russian Soyuz spacecraft carrying Japanese billionaire Yusaku Maezawa, video producer Yozo Hirano and cosmonaut Alexander Misurkin launched on Dec. 8 to the International Space Station for a 12-day mission to the orbiting lab. Maezawa is also planning to fly around the moon on a SpaceX mission that he paid for, tentatively slotted for 2023, but chose to visit the space station as well on a mission brokered by the U.S. space tourism company Space Adventures with Russia's Roscosmos space agency. It was not revealed how much Maezawa paid for the flight, but single seats in the past have cost up to $35 million. And Maezawa bought two seats, one for himself and for Hirano, who recorded videos of Maezawa in space. Maezawa, the CEO of Start Today and the founder of online clothing retailer ZOZO, bought the seats for himself and Hirano. Hirano documented the mission and participate in some health and performance research. They also made the first Uber Eats delivery in space on the flight. The trio returned to Earth on Dec. 19. And that's a wrap at the biggest space tourism moments in 2021. The year 2022 is expected to bring more milestones as the company Axiom Space plans to launch its first fully private crew to the International Space Station early in the year, with SpaceX, Blue Origin and Virgin Galactic all expected to continue their private spaceflight pace.

#### Industry is projected to grow to over 1,000 launches per year

Rosenblum 13 [Andrew Rosenblum is a guest contributor to MIT Technology Review who reports on drones, artificial intelligence, security, and commercial space travel for Popular Science, Wired, Fortune, and other publications. “Space Tourism’s Black Carbon Problem.” May 16, 2013. https://www.popsci.com/science/article/2013-05/space-tourism-experiment-geo-engineering/]

Here’s where space tourism comes into play: The number of space launches annually around the world numbers around 70 today, but that figure could rise drastically, as private companies jockey to turn space tourism into routine adventure travel. The aerospace research firm Futron forecasts that by 2021 the space tourism market will consist of 13,000 potential customers, with possible revenues of roughly $650 million per year. Assuming the business is successful, commercial space travel might very well reach 1,000 launches per year some time in the next decade – XCOR alone plans to ramp up to four launches per day, as part of its “Southwest airlines” model. That creates 1,000 opportunities to shoot black carbon directly into the stratosphere. The amount of black carbon emitted during combustion on Earth, or in the trophosphere, where airlines fly, tends to be low, because of the relatively rich supply of oxygen. Once you get into the stratosphere, where low pressure leads to less oxygen, black carbon can amount to as much as 5% of the products of combustion. The Federal Aviation Administration (F.A.A.), the organization responsible for assessing environmental impacts and deciding whether to grant licenses to launch vehicles into space, says the effects of black carbon in the stratosphere are unclear. “Although black carbon is known to be a short-term climate forcer, research on the potential climate change impacts of black carbon from rockets is in a very early stage, and any projections of impacts are speculative,” writes George Nield, the F.A.A.’s associate administrator for commercial space transportation, in an email. The space-tourism industry has downplayed black carbon’s potential harm. Virgin Galactic declined repeated inquiries to comment. Andrew Nelson, the chief operating officer of XCOR Aerospace, which is currently selling $95,000 tickets for sub-orbital flights, says that the blend of kerosene and liquid oxygen in his XR-5K18 rocket engine powering its Lynx suborbital spaceplane will emit much less in the way of “aromatic” hydrocarbons than traditional kerosene-based rocket fuel. And he says the XR-5K18 will burn much more cleanly than the solid rocket boosters used in the Space Shuttle or “hybrid” rocket engines, which burn both solid and liquid propellant. “XCOR will have di minimus impact on our environment,” Nelson says. “Our fuels are almost completely free of particulate matter. [They have ] 20-40 times less aromatics than traditional rocket fuels, and hundreds, if not thousands of times less particulate matter than hybrids or solids. So the concern about carbon or other particles is moot for us.” Toohey still wants to see peer-reviewed studies of the actual interaction of XCOR and other engines with the stratosphere. “I have not seen any publications that confirm (or refute) the claims of particle-free emissions from combustion of any fuel in the upper atmosphere,” Toohey says. “So I think it is fair to say that we need studies to benchmark the emissions of all rocket types in order to be able to assess their impacts.”

#### Scenario 1 is ozone.

#### The Montreal Protocol worked --- the ozone hole is healing slowly, but new destruction pushes it past the brink

Stone 18 [Maddie Stone is a science journalist. “Our Best Evidence Yet That Humans Are Fixing the Ozone Hole.” January 5, 2018. https://gizmodo.com/our-best-evidence-yet-that-humans-are-fixing-the-ozone-1821808429]

The ozone hole feels like the quintessential ‘80s problem, but unlike car phones and mullets, it remains relevant in a number of ways. For starters, it’s still there, chilling over Antartica. More importantly, it’s slowly healing, and a new study offers some of the best evidence yet that sound environmental policy is responsible. It’s been nearly 30 years since the world adopted the Montreal Protocol, a landmark treaty banning the use of ozone-destroying chlorofluorocarbons (CFCs). But despite a firm scientific understanding of the link between CFCs and ozone depletion, it’s been tough to tell how much of a success the protocol was, because the ozone hole didn’t start showing signs of recovery until a few years back. Moreover, nobody had actually measured the chemistry of the hole to see if ozone-destroying compounds are declining as we’d expect due to the Montreal Protocol. A study published this week in Geophysical Research Letters addresses that knowledge gap. The authors, from NASA’s Goddard Spaceflight Center, made use of data collected by NASA’s Aura satellite, which measures a suite of trace atmospheric gases to understand changes to the ozone layer, Earth’s climate, and air pollution. “It kind of surprised me that no one had done this,” lead study author Susan Strahan told Earther. “The data is there if you’re careful about what data to use.” Strahan and her colleague Anne Douglass looked at changing ozone levels above Antarctica throughout the austral winter from 2005 to 2016, and found that ozone depletion had declined by about 20 percent. Then, they looked at levels of hydrochloric acid in the stratosphere at the end of winter, an indicator of how much ozone had been destroyed by CFCs. Sure enough, chlorine levels declined as well, at a rate of about 0.8 percent per year. That’s in line with model expectations of how much CFC levels should have declined over the same time period thanks to the Montreal Protocol’s ban. “This reaffirms our scientific understanding of what’s controlling ozone,” she said. Bill Randall, an atmospheric scientist at the University Corporation for Atmospheric Research who was not involved with the study, told Earther he thought the paper’s analysis was “very well done.” “They’re seeing net decreases in chlorine that are very consistent with the Montreal Protocol,” he said. “That’s a big take home message, that the Montreal Protocol is doing what we think it should be doing.”

#### Space tourism destroys the ozone --- 2 internal links:

#### First, black carbon buildups, soot, and particle emissions --- destroys ozone

LiveScience 10 [Live Science Staff. “New Climate Change Worry: Space Tourism Soot.” October 22, 2010. https://www.livescience.com/10202-climate-change-worry-space-tourism-soot.html]

Humans’ attempts to visit space may not be good for the folks back home, according to a new study that finds soot emitted by space tourism rockets could significantly contribute to global climate change in coming decades. The researchers assumed that a fast-growing suborbital space tourism market will develop over the next decade, and they examined the climate impact of soot and carbon dioxide emissions from 1,000 suborbital rocket flights per year, the approximate number advertised in recent materials promoting space tourism. "Rockets are the only direct source of human-produced compounds above about 14 miles (22.5 kilometers), and so it is important to understand how their exhaust affects the atmosphere," said the study's chief researcher, Martin Ross of The Aerospace Corp. in El Segundo, Calif. He and his colleagues describe their findings in a scientific paper that has been accepted for publication in Geophysical Research Letters. A layer of soot According to the study, soot particles emitted by the proposed fleet of space tourism rockets would accumulate at about 25 miles (40 km) altitude, three times higher than the altitude of airline traffic. Unlike soot from jets or coal power plants, which is injected lower in the atmosphere and falls to earth within weeks, the particles created by rockets remain in the atmosphere for years, efficiently absorbing sunlight that would otherwise reach the Earth's surface. The result is a global pattern of change, according to researcher Michael Mills of the National Center for Atmospheric Research (NCAR) in Boulder, Colo. "The response of the climate system to a relatively small input of black carbon is surprising," Mills said in a statement. "Our results show particular climate system sensitivity to the type of particles that rockets emit." Using a computer model of the Earth's atmosphere, the researchers discovered that beneath the predicted layer of soot, the Earth's surface would cool by as much as 1.2 degrees Fahrenheit (0.7 degrees Celsius). Antarctica would warm by 1.5 degrees F (0.8 degrees C). Meanwhile, equatorial regions could lose about 1 percent of their ozone, while the poles could gain 10 percent. The global effect would be an increase in the amount of solar energy absorbed by the Earth's atmosphere. That means the soot from the rockets contributes to atmospheric heating at a rate higher than the carbon dioxide from those same rockets. An earlier study by Ross, published in March 2009 in the journal Astrophysics, found that rocket emissions are particularly harmful to the ozone because they're injected directly into the stratosphere where the ozone layer resides. Considering black carbon The researchers based their predictions on business plans for suborbital space travel in the year 2020, Ross said. The current global fleet of hydrocarbon-fueled orbital rockets emits about one-tenth of the soot assumed in the study. "Climate impact assessments of suborbital and orbital rockets must consider black carbon emissions, or else they ignore the most significant part of the total climate impact from rockets," Ross said. "This includes existing assessments that may need to be brought up to date."

#### Second, water vapor and rocket emissions

Larson 16 (Erik J L Larson (PhD in Atmospheric and Oceanic Studies, Postdoctoral fellow in Organismic and Evolutionary Biology at Harvard, Research Scientists at University of Colorado Boulder), Robert W Portmann (Researchesr from Chemical Sciences Division at NOAA), Karen H Rosenlof (NOAA research scientist), David W. Fahey (Directo of the Chemical Science Division at NOAA), John S Daniel (Chemical Sciences Division NOAA), and Martin N Ross (The Aerospace Corporation). “Global atmospheric response to emissions from a proposed reusable space launch system” Earth’s Future. Volume 5. Issue 1. November 16, 2016. Accessed August 12, 2019.)

1 Introduction

The expected availability of low cost, reusable launch systems and increasing demand for space services suggest that the global space transport industry will grow significantly in the coming decades. Relatively few studies of the chemical and climate effects of rocket emissions have been published that use current state‐of‐the‐art atmospheric models to address the future growth scenarios. Rocket emissions are becoming more like aviation emissions in that the space sector exhibits consistent growth that cannot be reduced without serious economic disruption. Unlike the aviation sector, the most significant method of managing emissions is through prudent use of the various available propellants. Hydrogen (H2) fuel and reusability are likely to play important roles in any future scheme to minimize the atmospheric impacts of rockets; therefore, it is important to understand the consequences of H2 fuel and reentry emissions. Significant increases in space transport will be associated with proportional increases in combustion emissions. Some of the proposed propulsion systems make greater use of “clean‐burning” H2 fuel [Li et al., 2004; Khan et al., 2013], which has H2O as the primary emission and thus avoids the effects of chlorine, alumina, and black carbon emissions associated with current conventional technology [Ross et al., 2009, 2010]. H2 burning rocket engines may also reduce payload‐to‐space costs, which could dramatically increase the number of rocket launches.

Reaction Engines Ltd. (http://www.reactionengines.co.uk/) has proposed the Skylon vehicle, which is a reusable H2‐burning rocket [Martin et al., 2008]. Skylon would be considered a medium lift launch vehicle in the current space transport vernacular. There is a concept plan to use this vehicle to build a space‐based solar power system. To be economically viable, the plan calls for a minimum of 104 launches per year for 10 years [Martin et al., 2008; Henson, 2014]. This rate would transport enough payload to space to build 3000 1‐GW solar power stations as estimated by the National Security Space Office [SBSP Study Group, 2007] and Reaction Engines [Martin et al., 2008].

It is often assumed that H2‐fueled rocket engines have no impact on the global atmosphere since the only significant emission is H2O. However, in great enough quantities the emissions from these rockets can alter the stratosphere in many ways. H2O emissions can change stratospheric temperatures and alter the photochemistry controlling ozone (O3). Furthermore, rockets burning liquid H2 and oxygen (O2) use an H2‐rich mixture rather than a stoichiometric ratio for enhanced thrust and emit H2 and HOX in the plume in addition to H2O. Enhancements in HOX can catalytically destroy O3 [Crutzen, 1969]. Superheated air in the engine and exhaust plume result in the production of NOx, which also catalytically destroys O3 [Johnston, 1971; Ross et al., 2009; Lee et al., 2010]. NOx is also created in the mesosphere due to the heat produced during rocket reentry [Park, 1976]. Here we use the Whole Atmosphere Community Climate Model (WACCM) [Marsh et al., 2013] and the 2D National Oceanic and Atmospheric Administration/National Center for Atmospheric Research (NOCAR) model [Portmann and Solomon, 2007] to evaluate the potential effects of high Skylon launch rates on the climate and stratospheric O3.

2 Calculating Emissions

Vertical profiles of NOX, H2, and H2O emitted during a Skylon rocket launch and reentry are estimated based on trajectory data from Reaction Engines Ltd. [http://www.reactionengines.co.uk/tech\_docs.html]. Skylon rockets have two combustion phases as they ascend through the atmosphere. The first phase is air breathing from the surface to 28.5 km. During this phase the engines act as H2 burning jet turbines, combusting H2 with ambient air. The main exhaust is H2O, which can be calculated directly from the amount of H2 fuel consumed. During the second phase from 28 to 80 km the engines run in rocket mode, burning H2 and liquid O2. The H2O produced in rocket mode is calculated from the mass of fuel used assuming a 6:1 mass ratio of oxygen to hydrogen; this assumption is made to be consistent with the fact that many rockets burn hydrogen‐rich fuel for greater thrust (stoichiometric ratio for combustion is 8:1) [Colasurdo et al., 1998]. Although the excess H2 likely oxidizes into H2O in the plume due to high temperatures, H2 emissions are also considered in our simulations as a bounding condition. The bounding cases assume either all or none of the excess H2 is oxidized to H2O in the plume. As discussed in the results, the intermediate combustion products HOX and H2O2 were tested with the NOCAR model and found not to be important contributors to O3 destruction. Thus they are not included in WACCM simulations.

H2 and H2O emission profiles (kg/km/flight) are interpolated with 1‐km vertical resolution (Figure 1a). The spike in emissions at 28 km is due to the spacecraft transition into rocket mode. The total amount of H2O produced from a single flight is estimated to be 6 × 105 kg (assuming completely oxidized H2) with about 4 × 105 kg emitted into the stratosphere (above 17 km). The projected 105 flights per year would deposit 4 × 1010 kg of H2O in the stratosphere every year. To get a sense of how large a perturbation this represents, the yearly emissions are compared to the total amount of stratospheric water. Assuming a uniform mixing ratio of 4.5 parts per million by volume (ppmv) of H2O above 100 hPa (17 km), there is 1.5 × 1012 kg of H2O in the stratosphere. The projected 105 flights would emit approximately 3% of the current stratospheric H2O burden every year. Assuming a constant flight frequency and a 3‐year lifetime of the H2O, when emitted above 100 hPa, this would increase globally averaged stratospheric H2O by approximately 9%. The actual steady‐state perturbation of H2O due to these emissions in WACCM above 100 hPa is 10%; however, the local perturbation would be much larger and increase with height.

Estimating a NOX emission profile for the Skylon vehicle is problematic. Several flight phases must be considered: H2 burned with air as a jet fuel, H2 burned with liquid oxygen as a rocket fuel, and heating of air due to aerodynamic interactions. It is important to note that we consider the shock heating of air during reentry as an emission. When air is heated to temperatures exceeding 1800 K, as in a jet engine or behind the shock wave around a spacecraft during reentry, NOX is produced through the extended Zeldovich mechanism [Zeldovich et al., 1947]. This mechanism is exponentially dependent on temperature so that representative temperatures are required in order to calculate the thermally produced NOX. Detailed estimates of the NOX emissions have not yet been calculated by the rocket designers [R. Varvill, 2015, personal communication]. For this study, reliable estimates of NOX emissions from jet and rocket engines are scaled to the Skylon vehicle with the caveat that our estimates have high uncertainty. Lee et al. [2010], using the International Civil Aviation Organization (ICAO) emissions databank, estimated that 14 ± 3 g of NOX are produced for every kilogram of fuel combusted in jet engines. Emissions may be lower at supersonic speeds and are also a function of the temperature difference between high pressure (∼100 atmospheres) liquid H2 and jet fuel. Most of the engines in the ICAO databank use jet fuel with a 2:1 H:C ratio. The higher fuel density must be taken into consideration in the NOX estimates from H2 combustion. For complete combustion in the jet engine air‐burning phase, two hydrogen and one carbon atoms (14 g/mol) react with three oxygen atoms. For a pure H2 fuel at complete combustion, three oxygen atoms will oxidize six hydrogen atoms (6 g/mol). Thus, from a stoichiometric perspective, burning 1 kg of jet fuel requires as much air as 6/14 kg of H2 fuel. Thus 6/14 kg of H2 fuel is assumed here to produce 14 g (11–17) of NOX during the air‐burning phase. Alternatively, using the heat of combustion per fuel mass to scale the NOX production gives consistent results that are within the uncertainty range. The total production of NOX during the air‐burning Skylon ascent is estimated to be 1400 ± 300 kg, although we acknowledge this range does not encompass all the uncertainties in the assumptions.

Zero NOX emission is assumed during the liquid oxygen burning phase of ascent. NOX would only be produced in H2‐fueled rocket engines in significant amounts (>0.01% of total flow) in afterburning reactions, which occur when ambient air is entrained into the hot underoxidized plume [Brady et al., 1997]. Afterburning is generally not a significant factor for rocket engines above the tropopause. Therefore it is assumed that during this phase of flight, at altitudes greater than 28 km, significant NOX production is unlikely.

Finally, NOX is also produced in the shock wave during spacecraft reentry. Using analytic approximations and a numerical integration, Park [1976] calculated that the NOX produced during a Space Shuttle reentry is 4.5–9% of the mass of the spacecraft. Park and Rakich [1980] later updated this value to 17.5 ± 5.3% of the spacecraft mass, with a peak emission at 68 km. While the predicted Skylon mass is comparable to the Space Shuttle mass, the Skylon reentry flight path is different from that of the Shuttle, and this would affect NOX production. Skylon is expected to require more time above 5 km/s during reentry than the Shuttle did, which would tend to produce more NOX. However, these high speeds would occur at a higher altitude than for the Space Shuttle, which would tend to decrease NOX production [Park, 1976]. Given the compensating factors, and in the absence of actual flight data, Skylon is assumed to have the same vertical profile of reentry NOX emission as the Space Shuttle, with the total values scaled by vehicle mass. The estimated total amount of NOX produced during reentry is therefore 9880 ± 2760 kg per flight. This range does not encompass the uncertainty in all the assumptions made, and thus the stated value of NOX production is considered only representative. The estimated altitude profiles of NOX emissions from the ascent and reentry phases are shown in Figure 1b.

Park [1976] compared NOX formation between the Space Shuttle and meteorites based on the total mass entering the top of the atmosphere. Assuming the natural formation rate of upper atmospheric NOX is from 5.7 × 107 kg of meteorites producing their weight in NOX every year [Park, 1976], then 105 Skylon flight reentries would produce a factor of 20 more NOX than natural production from meteorites. Meteorites produce roughly 5× more NOX per mass than the Space Shuttle due to their much higher velocity when entering the atmosphere.

3 Model Descriptions

Table 1 summarizes the simulations that are run and includes the rocket emissions considered in each case. The Community Earth System Model (CESM v1.0.6) using the WACCM model [Marsh et al., 2013] is used to simulate these emissions. WACCM was chosen because the model domain extends higher than most climate models (140 km) and it can include interactive chemistry. Simulations are run with fixed sea surface temperatures and perpetual year 2000 anthropogenic emissions and CO2 concentrations at 1.9 × 2.5° resolution with 66 vertical levels using a hybrid sigma coordinate system. Cases with different emissions and flight frequency are compared to a zero‐emission control case. Vertical emission profiles of H2O, H2, and NOX are included into two model horizontal grid cells spanning the equator. An equatorial launch is assumed because the energy required to put a rocket into orbit increases with launch latitude. Sensitivity tests are also run with the NOCAR model as these tests would be computationally expensive using WACCM. The NOCAR model is used to evaluate the sensitivity of our results to launch location, chlorine and greenhouse gas concentrations, emissions products, and number of launches per year. Including emissions into global model grid cells effectively dilutes the concentration of emissions compared to an actual rocket plume. The size of the equatorial grid cells is roughly 200 × 250 km2, which is about 1000 times larger in area than a rocket plume. The concentrations used in the model are thus 1000 times less than exist in the initial rocket plumes. Another assumption is that the emissions fill the grid cell before any chemical changes take place. Studies such as Lohn et al. [1999] and Ross et al. [1997] have looked into O3 depletion and other atmospheric effects inside rocket plumes. Lohn et al. [1999] found that solid rocket motor exhaust plumes from Titan class rockets destroy all of the O3 in the wake of the rocket. These predictions were verified by in situ plume measurements [Ross et al., 1997]. The ozone‐depleted regions are several square kilometers in size and last about an hour before dissipating to background concentrations. It is expected that plume chemistry will affect the composition and abundance of the rocket emissions that exist at the grid scale after the plume disperses. However, for the Skylon emissions, the amount of excess H2 emitted during rocket mode that is oxidized in the plume versus the amount present at the grid scale is unknown. Thus, the limiting cases are explored, one in which all the excess H2 is immediately oxidized (simulation 4) and one in which it all persists to the grid scale (simulation 5). The sensitivity of two of our assumptions are tested with the NOCAR model; specifically that H2O and H2 are the only relevant HOY species emitted, and secondly, that year 2000 greenhouse gas and chlorine levels are appropriate choices for this study. Some hydrogen will be emitted as HOY species, although it is likely to be very small. Swain et al. [1990] measured H2O2 in hydrogen burning engine exhaust and found it to be undetectable under normal operating conditions and up to 1000 ppmv under extremely inefficient conditions when the fuel to air ratio was around 5. Despite this, we simulate some of the hydrogen emitted as HOX or H2O2 using the NOCAR model. Note that due to the family chemistry scheme in NOCAR, we cannot emit OH directly, but instead emitted an equivalent quantity as HOX, which should produce the same amount of ozone destruction. The H2O2 can be emitted directly because it is long lived. Table 2 displays the global mean total column ozone changes relative to simulation 7 (Table 1) with and without these emissions. Including these emissions, even at relatively high amounts (1% mole fraction), results in essentially no change in O3 loss. The global mean total column ozone loss in these simulations is within 0.05 Dobson Units (DU) of the base case (simulation 7). Thus, these species (OH and H2O2) are not important to include in the WACCM simulations. The WACCM simulations assume year 2000 conditions; however, we note that flights of the Skylon space plane, especially at rates assumed in this paper, are decades away at best. Future levels of greenhouse gases and chlorine are estimated to be much higher and lower, respectively, than in the year 2000 [IPCC, 2013]. Thus, we also test the sensitivity of ozone loss on greenhouse gas and chlorine levels with the NOCAR model. These results are shown in Table 3. Using year 2100 chlorine levels increases the global total column ozone loss by 6% compared to simulation 7. Under a lower chlorine concentration, NOX increases destroy more ozone due to reduced formation of chlorine nitrate. However, water vapor increases induce less ozone destruction from polar stratospheric cloud (PSC) increases due to decreased chlorine. The net effect is increased ozone losses from rocket emissions. Increasing greenhouse gas levels to year 2100 offsets some of this extra loss and the sign of the final change depends on the relative amounts of the three greenhouse gases in the scenario. CO2 increases cause the rocket‐induced change to increase, while CH4 and N2O increases cause it to decrease. However, the changes are relatively small in all cases using the NOCAR model and we consider our WACCM simulations using year 2000 values as representative of any time between now and year 2100.

4 Stratospheric Ozone and Temperature Perturbations

Our base case scenario for 105 flights per year is simulation 7 in Table 1, which includes NOX, H2, and H2O emissions. The components of the emissions are modeled separately in simulations 1–6 to better understand the changes to O3. Plots of the O3 change due to the individual emission components can be found in the supplement. Preliminary WACCM simulations using a different emissions profile than Figure 1 and 104 flights per year did not produce any statistically significant global changes to the atmosphere. At 105 flights per year, as seen in simulation 7, stratospheric NOX concentrations increase by 0.3–3 parts per billion (ppb) and stratospheric H2O increases by 0–3 ppm. At this and higher flight frequencies significant changes occur in the stratosphere as shown in Figure 2.

At 105 flights per year O3 decreases significantly at all latitudes at altitudes above about 25 km and above 20 km at the poles as seen in simulation 7 (Figure 2a). The overlaid hatching (Figure 2a) indicates statistical significance from two different tests. As seen in Table 1, this depletion in O3 is predominantly due to catalytic destruction by NOX [Crutzen, 1970]. Our simulations with just NOX emissions (simulation 1) had almost the same amount of ozone destruction as the simulation with NOX, H2O, and H2 (simulation 7), and much more than simulations without NOX (simulations 4 and 5). Both sources of NOX, air‐breathing ascent and reentry, contribute to the destruction of O3 as seen in simulations 2 and 3. However, the models disagree about the relative contribution from these two emission sources. The NOCAR model attributes more O3 loss than WACCM does to NOX created in the mesosphere during reentry (simulation 2). In addition, including H2 emissions may further reduce total O3 compared to H2O emissions alone in WACCM simulations. Note that including H2 emissions does not exacerbate O3 loss in the NOCAR runs; in fact O3 loss is lessened between simulations 4 and 5. Moreover, assuming H2O emissions alone seems to lead to an increase in O3 in WACCM; however these results are within the range of internal variability.

#### Rocket launches sufficient to destroy the ozone

Martin Ross & James Vedda 18. Martin Ross, Ph.D. planetary science from UCLA, senior project engineer in civil and commercial launch programs at the Aerospace Corporation; James Vedda, Ph.D. political science from the University of Florida, senior policy analyst at the Aerospace Corporation’s Center for Space Policy & Strategy. "Time To Clear The Air About Launch Pollution". SpaceNews. 7-3-2018. https://spacenews.com/op-ed-time-to-clear-the-air-about-launch-pollution/

In recent years, governments, intergovernmental organizations, and businesses have begun to focus on the challenge posed by orbital debris. As often seems to be the case, we appear to be a decade or two too slow in coming to consensus on the risks. If we had foreseen a half-century ago the challenges that orbital debris presents today, what would we have done differently? Combustion emissions from launch vehicles present the space industry with a comparable concern that we can begin to address now, before it grows and becomes a potential impediment to space access. Most human-generated pollution is concentrated on or near the surface of the Earth, whether on land, sea, or in the troposphere, the lowest layer of the atmosphere. However, rockets emit a variety of gases and particles directly into all levels of the stratosphere, the only industrial activity to do so. The stratosphere extends roughly from 10 to 50 kilometers above the Earth’s surface and contains the Earth’s ozone layer. The global civil aviation fleet generally cruises in the troposphere, only occasionally polluting the stratosphere directly. Among the most consequential emissions are soot and alumina, which are long-lived and accumulate in the stratosphere. These accumulations promote chemical reactions and absorption and scattering of sunlight that modify the composition and flow of radiation in the stratosphere. Ultimately, these processes reduce stratospheric ozone, warm the stratosphere, and cool the Earth’s surface. Little is known about these particle accumulations and their contributions to stratospheric ozone depletion and thermal perturbations because of a lack of consistent and focused research. Since 1987, emissions of ozone-depleting pollutants are highly regulated by international agreement through the Montreal Protocol on Substances That Deplete the Ozone Layer. Even with recent advances in reusability and the introduction of large launch vehicles and new launch sites around the globe, rocket launches occur irregularly so that concerns about the damage done to the ozone layer by rocket emissions have not elicited regulation. But with projections that the global launch rate will at least double in the coming decade, increased scrutiny under the Montreal Protocol is likely. Increased concerns about the environmental impact of rocket launches, provoked by perceptions of a rapidly growing launch industry, could result in international calls for launch limitations or the phase-out of propellants that the launch industry has come to depend on. The timing and intensity of a regulatory backlash as launch rates increase is impossible to predict accurately, especially because the science of rocket emissions is still not well understood. Rather than allow a legal and regulatory process to unfold in the absence of high-quality, peer-reviewed data, governments and the launch industry should conduct the scientific research needed to fill the knowledge gaps. This will allow the launch community to engage in future far reaching discussions regarding the impacts of rocket emissions with the support of empirical data and computer models that carry the imprimatur of the rocket engineering and atmospheric science communities. The launch industry has enjoyed freedom of action with respect to rocket engine emissions since the start of the space age. Studies of future launch architectures, market demand, and lifecycle costs rarely consider regulation of emissions as a potential future risk factor. Even when emissions are considered, the impacts are examined on a system-by-system basis; the cumulative impact of the global launch fleet is not acknowledged. The net impacts of the global launch industry, across all propellant types, are the parameters of interest to international regulators and, therefore, the global impacts create the regulatory risk. In addition to acknowledging the risks and potential unintended consequences of launch emissions for ozone and the flow of radiation in the atmosphere, the space industry must recognize the extent that other emerging actors may interact with the stratosphere. For example, so-called “geoengineering” or “climate intervention” schemes propose to inject particles into the stratosphere to intercept sunlight and mitigate the warming effects of carbon dioxide and other greenhouse gases. Regulation of such geoengineering activity is already under discussion. Space launch operators, as contributors of stratospheric emissions, could get swept up into these discussions, which involve the same types of particulate matter associated with rocket emissions. Any resulting regulations or guidelines must include adequate consideration of launch activities, which will require a better understanding of rocket emissions than we have today. To improve that understanding, industry should encourage and support scientific research on rocket engine emissions and how they affect the atmosphere. There has been little research to date. The few research papers that have appeared in recent decades mostly point out the knowledge gaps rather than add to the knowledge base. The research has been unfocused, disorganized, and not suited to the needs of the launch industry. As it stands today, the scientific community can predict ozone depletion attributable to rocket emissions to no better than an order of magnitude. In an environment of growing launch rates, new propellants, larger, reusable launch vehicles, and the emergence of other stratospheric polluters, this is not sufficient. Lack of accurate information inevitably invites distorted competitive claims and unwarranted and overly restrictive regulation. A vigorous research program would be guided by the goal to collect high confidence information and data that describe rocket emissions as inputs into global atmosphere models and would include the following components: All of the instrumentation, models, and expertise to carry out this research already exists within the engineering and scientific communities. The in situ and test stand measurements would validate combustion and plume models. Validated models permit the development of emission profiles for particular rocket engine types. These profiles, with various growth assumptions, would be used to construct global emission projections. Finally, the global emissions scenarios would provide data to construct input profiles for modern three-dimensional whole atmospheric chemistry and climate models in order to estimate ozone loss, climate forcing, and a variety of secondary effects such as changes in the global circulation and cloud formation. A policy to promote objective and vigorous research, across the full range of propellant types, will provide the space industry with the information required to take ownership of the problem and exert strong influence on the future debate. By accepting the reality of the risk to freedom of action presented by rocket emissions, and promoting a full and complete scientific understanding of the global impacts, the industry can best inoculate itself from attempts to regulate or limit launch development and operations and disassociate itself from other polluters. There is historical precedent for such an approach. In order to promote supersonic civil aviation development, during the 1990s NASA partnered with the aviation industry to carry out the High Speed Research (HSR) program. One of the goals of HSR was to understand how High Speed Civil Transport (HSCT) aircraft would affect stratospheric ozone. Earlier HSCT efforts in the 1970s were severely and wrongly hampered by knowledge gaps with respect to ozone depletion. HSR demonstrated the airframe, engine, and operational combinations that would minimize ozone impacts and permit (if the economics had been convincing) unregulated development and deployment. The launch industry should organize around a similar approach and partner with the scientific and regulatory communities to determine how space launch can freely develop while minimizing the risks of regulatory intervention. As launch rates and launch vehicle sizes increase, the impact of rocket emissions approaches a “tipping point” when international regulation becomes likely, probably beginning with efforts to protect the ozone layer or limit stratospheric pollution to ward off geoengineering. If the launch industry moves quickly to support the necessary scientific research and fully understand these impacts – in concert with other private-sector and government stakeholders – it is more likely that future regulation will be well-informed and as limiting as possible. As with other large-scale ventures, the application of specialized expertise is essential to anticipating the risks and needs of the enterprise and to managing the impacts on society. With irrefutable data, modeling, and analyses, emissions-related regulations or limitations can be anticipated and configured to ensure that space-based capabilities and systems continue to enhance and improve human life and extend the space industry’s progress made over the past six decades.

#### Extinction --- disease and food insecurity

Michele M. Betsill 16. Professor in Residence and Chair of Political Science department at Colorado State University, Ph.D in Environmental Politics and Policy, “Impacts Of Stratospheric Ozone Depletion” http://www.climate-policy-watcher.org/hydrology/impacts-of-stratospheric-ozone-depletion.html

Stratospheric ozone depletion was recognized as an environmental problem in need of international attention because it impacts both humans and the natural environment. When stratospheric ozone levels decrease, the amount of UV-B reaching Earth's surface increases (WMO, 1995). The changes in UV-B radiation are highest at high and midlatitudes in both hemispheres while the increases are fairly small in the tropics (UNEP, 1994). Increased levels of UV-B affect human health, the productivity of plant and animal species, as well as the composition of ecosystems. Impacts on Human Health Ultraviolet exposure does have some benefits for humans. For example, it initiates the production of vitamin D3, which is believed to inhibit the growth of tumor cells (UNEP, 1996). However, the balance of evidence indicates that the effects of stratospheric ozone depletion on human health are negative. The major risks include increased incidence of eye diseases, skin cancer, and infectious diseases. When UV-B levels increase, two main organ systems are exposed: the eyes and the skin. The impacts of ozone depletion are mediated through these two systems (Longstreth et al„ 1995; UNEP, 1998). Evidence suggests that increased UV-B radiation exposure may be associated with an increase in the incidence of cataracts, a clouding of the lens of the eye (Longstreth et al, 1995; UNEP, 1998). One review of research on this problem reported that a 1% increase in stratospheric ozone depletion would result in a 0.6 to 0.8% increase in the incidence of cataracts (UNEP, 1994; see also UNEP, 1998). The most widely known impact of increased UV-B radiation on human health is skin cancer. UV-B radiation damages deoxyribonucleic acid (DNA), which may cause gene mutations and the formation of cancer cells. Some studies estimate that a sustained 10% decrease in average stratospheric ozone concentrations would result in 250,000 new cases of nonmelanoma skin cancer. This is in addition to the 1.2 million cases already reported each year (Longstreth et al., 1995; UNEP, 1996). Many animal species, such as cows, goats, sheep, cats, and dogs, are also at increased risk of developing skin cancer as a result of increased exposure to UV-B radiation (UNEP, 1998). In an assessment of the effect of the Montreal Protocol and its amendments in protecting the ozone layer, Slaper and his colleagues (1996) concluded these efforts will substantially decrease the growth rate of the incidence of skin cancer over the next century. They found that under a scenario where there were no limits on the production and consumption of ozone-depleting substances, there would be a quadrupling in the incidence of skin cancer by the year 2100. Under the provisions of the Montreal Protocol (a 50% reduction in the production of CFCs by 1999), a doubling in the incidence of skin cancer could be expected in that same period. In contrast, they found the Copenhagen Amendments scenario (a complete phase-out in the production of 21 ozone-depleting substances by January 1, 1996) would result in a 10% increase in skin cancer incidence, peaking in the year 2060. This study lends support to the importance of international efforts to combat stratospheric ozone depletion. Researchers believe that skin exposure to increased levels of UV-B radiation is also linked to modifications in the human immune system. As a result, the ability of the immune system to respond to certain infectious diseases, such as tuberculosis, leprosy, and Lyme disease, is impaired (UNEP, 1998). Longstreth and her colleagues (1995) predict that higher levels of UV-B will result in increased severity and duration of diseases such as lupus rather than an increase in their incidence. Impacts on Aquatic Systems The balance of evidence indicates that increased UV-B radiation can have harmful effects on many species of aquatic organisms and the aquatic systems in which they live (SCOPE, 1993; UNEP, 1998). For example, studies in the Antarctic have linked increased UV-B levels to reduced phytoplankton productivity. Phytoplankton are the basis for the oceanic food chain. UV-B radiation affects the DNA, photosynthesis, enzyme activity, and nitrogen incorporation of phytoplankton. Reduced phytoplankton productivity will likely lead to reduced productivity further up the food chain. It has been estimated that a 16% reduction in stratospheric ozone could lead to a 5% loss of phytoplankton causing a loss of 7 million tons of fish worldwide per year (Hader et al., 1995; UNEP, 1994, 1996). Figure 1 illustrates the effects of UV-B radiation on phytoplankton. Researchers have also found that enhanced UV-B radiation disrupts the early development of several species of fish, shrimp, and crabs, ultimately affecting their motility (Hader et al., 1995). In damaging aquatic organisms, stratospheric Effects of enhanced solar UV-B irradiation on phytoplai Motility Vertical distribution In the water column Global consequences Reduced carbon dioxide sink? Effects of enhanced solar UV-B irradiation on phytoplai Motility Vertical distribution In the water column Reduced biomass production? Competition between species? Temperature increase? Food web in the ocean? Figure 1 Effects of UV-B radiation on phytoplankton (from Hader et al, 1995, p. 178). ozone depletion has serious implications for the world food supply. Globally, 30% of the animal protein consumed by humans comes from the oceans. The percentage is much higher in developing countries (UNEP, 1998). These impacts are particularly worrisome in light of the growing world population. Impacts on Terrestrial Plants and Ecosystems Scientific understanding of the impact of enhanced UV-B on terrestrial plants and ecosystems is incomplete. The majority of studies have been conducted in growth chambers and greenhouses under controlled conditions, conditions that are often quite different from those experienced in the field. Thus, researchers contend it is necessary to use caution in making generalizations about the impacts of enhanced UV-B on terrestrial plants. The results of existing studies need to be verified under field conditions (Caldwell et al., 1995). Keeping the limitations of existing research in mind, it is still possible to make some statements about the effect of enhanced UV-B on terrestrial plants. It appears that increased UV-B radiation may have both direct and indirect effects on plants. Some plant species exhibit a reduction in leaf area and/or stem growth when exposed to higher levels of UV-B. In addition, UV-B may also inhibit photosynthesis, damage plant DNA, and alter the time of flowering as well as the number of flowers in some species. The latter has implication for the availability of pollinators and thus the reproductive capacity of plants (Caldwell et al., 1995; UNEP, 1998). The effects of UV-B on plants are not always straightforward but rather depend on the species, the cultivar, and developmental stage of the plants as well as mineral nutrition in the soil, drought, and local air pollutants (Caldwell et al., 1995; UNEP, 1998). In affecting plants, enhanced UV-B radiation may ultimately lead to changes in entire ecosystems. In nonagricultural ecosystems (e.g., forests and grasslands), the balance of plants may change as some species are less able to respond to increases in UV-B radiation and their productivity declines. At the same time, the productivity of more responsive species will likely increase. The overall species composition of ecosystems will change, as will species interactions and ecosystem dynamics (Caldwell et al., 1995; UNEP, 1998).

#### That causes viruses to human bacterial genome to damage will ensure the next pandemic is existential

Supriya 4/19 [Lakshmi Supriya got her BSc in Industrial Chemistry from IIT Kharagpur (India) and a Ph.D. in Polymer Science and Engineering from Virginia Tech (USA). She has more than a decade of global industry experience working in the USA, Europe, and India. After her Ph.D., she worked as part of the R&D group in diverse industries starting with semiconductor packaging at Intel, Arizona, where she developed a new elastomeric thermal solution, which has now been commercialized and is used in the core i3 and i5 processors. From there she went on to work at two startups, one managing the microfluidics chip manufacturing lab at a biotechnology company and the other developing polymer formulations for oil extraction from oil sands. She also worked at Saint Gobain North America, developing various material solutions for photovoltaics and processing techniques and new applications for fluoropolymers. Most recently, she managed the Indian R&D team of Enthone (now part of MacDermid) developing electroplating technologies for precious metals.) “Humans versus viruses - Can we avoid extinction in near future?” News Medical Life Sciences, 4/19/21, https://www.news-medical.net/news/20210419/Humans-versus-viruses-Can-we-avoid-extinction-in-near-future.aspx] RM

Expert argues that human-caused changes to the environment can lead to the emergence of pathogens, not only from outside but also from our own microbiome, which can pave the way for large-scale destruction of humans and **even our extinction**. Whenever there is a change in any system, it will cause other changes to reach a balance or equilibrium, generally at a point different from the original balance. Although this principle was originally posited by the French chemist Henry Le Chatelier for chemical reactions, this theory can be applied to almost anything else. In an essay published on the online server Preprints\*, Eleftherios P. Diamandis of the University of Toronto and the Mount Sinai Hospital, Toronto, argues that changes caused by humans, to the climate, and everything around us will lead to changes that may have a dramatic impact on human life. Because our ecosystems are so complex, we don’t know how our actions will affect us in the long run, so humans generally disregard them. Changing our environment Everything around us is changing, from living organisms to the climate, water, and soil. Some estimates say about half the organisms that existed 50 years ago have already become extinct, and about 80% of the species may become extinct in the future. As the debate on global warming continues, according to data, the last six years have been the warmest on record. Global warming is melting ice, and sea levels have been increasing. The changing climate is causing more and more wildfires, which are leading to other related damage. At the same time, increased flooding is causing large-scale devastation. One question that arises is how much environmental damage have humans already done? A recent study compared the natural biomass on Earth to the mass produced by humans and found humans produce a mass equal to their weight every week. This human-made mass is mainly for buildings, roads, and plastic products. In the early 1900s, human-made mass was about 3% of the global biomass. Today both are about equal. Projections say by 2040, the human-made mass will be triple that of Earth’s biomass. But, slowing down human activity that causes such production may be difficult, given it is considered part of our growth as a civilization. Emerging pathogens Although we are made up of human cells, we have almost ten times that of bacteria just in our guts and more on our skin. These microbes not only affect locally but also affect the entire body. There is a balance between the good and bad bacteria, and any change in the environment may cause this balance to shift, especially on the skin, the consequences of which are unknown. Although most bacteria on and inside of us are harmless, gut bacteria can also have viruses. If viruses don’t kill the bacteria immediately, they can incorporate into the bacterial genome and stay latent for a long time until reactivation by environmental factors, when they can become pathogenic. They can also escape from the gut and enter other organs or the bloodstream. Bacteria can then use these viruses to kill other bacteria or help them evolve to more virulent strains. An example of the evolution of pathogens is the cause of the current pandemic, the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2). Several mutations are now known that make the virus more infectious and resistant to immune responses, and strengthening its to enter cells via surface receptors. The brain There is evidence that the SARS-CoV-2 can also affect the brain. The virus may enter the brain via the olfactory tract or through the angiotensin-converting enzyme 2 (ACE2) pathway. Viruses can also affect our senses, such as a loss of smell and taste, and there could be other so far unkown neurological effects. The loss of smell seen in COVID-19 could be a new viral syndrome specific to this disease. Many books and movies have described pandemics caused by pathogens that wipe out large populations and cause severe diseases. In the essay, the author provides a hypothetical scenario where a gut bacteria suddenly starts producing viral proteins. Some virions spread through the body and get transmitted through the human population. After a few months, the virus started causing blindness, and within a year, large populations lost their vision. Pandemics can cause other diseases that can threaten humanity’s entire existence. **The COVID-19 pandemic brought this possibility to the forefront**. If we continue disturbing the equilibrium between us and the environment, we don’t know what the consequences may be and **the next pandemic could lead us to extinction.**

#### Food insecurity causes extinction --- hot-spots escalate.

John Castellaw 17, Teaching Fellow at the College of Business and Global Affairs at the University of Tennessee, on the National Security Advisory Council of the U.S. Global Leadership Coalition, former Chief of Staff for the U.S. Central Command, Lieutenant General, Marine Corps (Ret.), 5/1/2017, “Opinion: Food Security Strategy Is Essential to Our National Security”, https://www.agri-pulse.com/articles/9203-opinion-food-security-strategy-is-essential-to-our-national-security

The United States faces many threats to our National Security. These threats include continuing wars with extremist elements such as ISIS and potential wars with rogue state North Korea or regional nuclear power Iran. The heated economic and diplomatic competition with Russia and a surging China could spiral out of control. Concurrently, we face threats to our future security posed by growing civil strife, famine, and refugee and migration challenges which create incubators for extremist and anti-American government factions. Our response cannot be one dimensional but instead must be a nuanced and comprehensive National Security Strategy combining all elements of National Power including a Food Security Strategy.¶ An American Food Security Strategy is an imperative factor in reducing the multiple threats impacting our National wellbeing. Recent history has shown that reliable food supplies and stable prices produce more stable and secure countries. Conversely, food insecurity, particularly in poorer countries, can lead to instability, unrest, and violence.¶ Food insecurity drives mass migration around the world from the Middle East, to Africa, to Southeast Asia, destabilizing neighboring populations, generating conflicts, and threatening our own security by disrupting our economic, military, and diplomatic relationships. Food system shocks from extreme food-price volatility can be correlated with protests and riots. Food price related protests toppled governments in Haiti and Madagascar in 2007 and 2008. In 2010 and in 2011, food prices and grievances related to food policy were one of the major drivers of the Arab Spring uprisings. Repeatedly, history has taught us that a strong agricultural sector is an unquestionable requirement for inclusive and sustainable growth, broad-based development progress, and long-term stability.¶ The impact can be remarkable and far reaching. Rising income, in addition to reducing the opportunities for an upsurge in extremism, leads to changes in diet, producing demand for more diverse and nutritious foods provided, in many cases, from American farmers and ranchers. Emerging markets currently purchase 20 percent of U.S. agriculture exports and that figure is expected to grow as populations boom.¶ Moving early to ensure stability in strategically significant regions requires long term planning and a disciplined, thoughtful strategy. To combat current threats and work to prevent future ones, our national leadership must employ the entire spectrum of our power including diplomatic, economic, and cultural elements. The best means to prevent future chaos and the resulting instability is positive engagement addressing the causes of instability before it occurs.¶ This is not rocket science. We know where the instability is most likely to occur. The world population will grow by 2.5 billion people by 2050. Unfortunately, this massive population boom is projected to occur primarily in the most fragile and food insecure countries. This alarming math is not just about total numbers. Projections show that the greatest increase is in the age groups most vulnerable to extremism. There are currently 200 million people in Africa between the ages of 15 and 24, with that number expected to double in the next 30 years. Already, 60% of the unemployed in Africa are young people. ¶ Too often these situations deteriorate into shooting wars requiring the deployment of our military forces. We should be continually mindful that the price we pay for committing military forces is measured in our most precious national resource, the blood of those who serve. For those who live in rural America, this has a disproportionate impact. Fully 40% of those who serve in our military come from the farms, ranches, and non-urban communities that make up only 16% of our population. ¶ Actions taken now to increase agricultural sector jobs can provide economic opportunity and stability for those unemployed youths while helping to feed people. A recent report by the Chicago Council on Global Affairs identifies agriculture development as the core essential for providing greater food security, economic growth, and population well-being.¶ Our active support for food security, including agriculture development, has helped stabilize key regions over the past 60 years. A robust food security strategy, as a part of our overall security strategy, can mitigate the growth of terrorism, build important relationships, and support continued American economic and agricultural prosperity while materially contributing to our Nation’s and the world’s security.

#### Scenario 2 is space colonization.

#### Governments won’t colonize space because it’s not popular --- only profit margins incentivize commercial development

Konrad Szocik 19. University of Information Technology and Management in Rzeszow, Department of Philosophy and Cognitive Science. 01/2019. “Should and Could Humans Go to Mars? Yes, but Not Now and Not in the near Future.” Futures, vol. 105, pp. 54–66.

6. Public opinion Public opinion is, at least in the near future, the main sponsor of space research and space exploration. Bertrand, Pirtle, and Tomblin, (2017) show that the public is interested in human mission to Mars. The most preferred space mission is a crew in orbit and a robot mission on Mars surface. In other words, public criteria is low risk and low cost. The German space agency follows public opinion and social interest because is focused on duty for society and oriented to social purposes as “climate change, mobility, communication and security” (Zypries, 2017). Politicians are prone to reduce space budgets or to not invest in long-term human settlement missions due to public opinion. Consequently, progress in space technology is still retarded. State of art in space transport means did not change qualitatively since the Space Race between the US and the Soviet Union. Impact of public opinion may differ in various countries. Max Grimard (2012), p. 6) shows how important is space program for public opinion in the US. Public sympathy for American presence in space is counterbalanced by the unpredictability of politician authorities, the tensions between presidents and the Congress (Grimard, 2012, p. 12), and the important role played by competition with Russia and China (Grimard, 2012, p. 6). Grimard adds that Russia is similar case but it is currently entire focused on stability of space programs, including renovation of old infrastructure than on new space exploration programs. According to Grimard (2012), p. 13), this fact excludes Russia from being the leader of international collaboration in space policy despite its historical advantages. China, according to Grimard, repeats space policies of the US and Soviet Union. By contrast, in Japan and Europe, prestige does not play role. Japan and Europe are focused on scientific and technological contexts. Space program is not a part of national policy. Due to its costs, politicians may decide to not risk negative approach of public opinion. But public opinion does not threaten private investors which can consider space as object of their investment. 7. Commercial exploration of space is not a workable alternative Risk of funding the wall might be avoided by commercial exploration of space (Crawford, 2016). According to Crawford, some space projects such as next generation of large telescopes or crewed mission to Mars are non-profitable. While they are a governmental duty, they could be funded partially by profits from commercial exploration of space (for instance, space mining). Hope for private exploration sounds reasonable but is counterbalanced by commercial focus on profits. Because mission to Mars has only scientific profits, only public sponsors will be invested in this project. James S. J. Schwartz (2014) adds that two of the possible reasons for human space mission, such as improving human welfare and progress in scientific exploration, are well beyond interests of private companies. Newman and Williamson (2018) quite similarly expect that private space exploration will be focused on financial profits more than on environmental sustainability. Private investors are not obliged to act altruistically and to sacrifice their business for uncertain idea. W. Henry Lambright (2017) adds that private companies at least at first stages of Mars space program will not be able to fund it. For this reason, Mars space program requires multi-generational effort and political stabilization. The challenge of safety works against private investors in space program. Public space agencies have achieved high standards of safety. They behave in careful and conservative ways. Commercial, private projects do not have the same advanced technology, the large number of scientists and support staff, and the generous budgets. Catastrophe would likely break a private space program. The lack of experience of private companies in space exploration is partially responsible for higher risk of technological failures even in relatively easy tasks as crash of Momo-2 rocket launched by Japanese start-up on 30 June 2018 several seconds after launch. This does not mean that private investors are not able to explore space, but they are able to do that only when they receive profits. In scenario of commercial exploration of space, we should wait for some point in the future when a human space base appears as byproduct of commercial activity. A human base on Mars might be a by-product of hotels on LEO or space mining. Some investors who want to build space hotels may try to settle space regions beyond LEO and build hotels on the Moon and/or Mars. From touristic point of view, staying in the Moon or Mars hotel may be more attractive than on LEO. Investors working in asteroid mining may extend their business to the Moon and/or Mars. Both enterprises even if focused on purely commercial purposes, will not be easy (perhaps impossible) to achieve by private companies alone. Elvis (2012), p. 549) argues that asteroid mining will be challenging due to, among others, difficulties in detection of appropriate asteroids. He shows that among about 1200 analyzed meteorites only 13 of them contain high level of platinum profitable for their exploitation. Elvis suggests that NASA should reorient its strategy from focus on exploration to support for commercial utilization of space. Exploration will appear as a consequence of commercial profitable activity (Elvis, 2012, p. 549). Estimated profits of asteroid mining10 are counterbalanced by high costs of exploitation and possible decreasing of price of currently rare resources (Genta, 2014).11

#### Space tourism is the key enabler --- it’s the only industry that’s able to provide long term funding, RnD, and public support for colonization

Webber 12 [Derek Webber is a former rocket and satellite engineer, commercial space industry executive, space tourism entrepreneur, and the author of several books on commercial space, popular space history, and space tourism. For two decades his contributions have been essential to the development of the space tourism industry, both in the United States and Europe. “SPACE TOURISM – ESSENTIAL STEP IN HUMAN SETTLEMENT OF SPACE.” International Astronautical Conference. 2012. <https://www.spaceportassociates.com/pdf/human_settlement.pdf>]

* The sections in pt. 6 font are other sections of the article --- they’re mostly very technical and not relevant, but feel free to read through them

This paper draws attention to the essential role of space tourism, as a commercial enabler, in the development of a sustainable long term strategy for exploration and settlement of solar system objects. Since governments will not be able to obtain all of the necessary funding and public support over the long duration necessary (multiple election cycles in democracies) in order to unilaterally, or even in collaboration, conduct missions to explore and colonize the Moon, Mars or other solar system objects, other alternative sources for such funding are explored. These sources would provide an economic development basis for such a venture, and simultaneously engage the general public through direct involvement to eventually make such a venture possible. The analysis determines that space tourism is the one near-term commercial space market sector whose development can lead to the desired long term results. A major consequence of a successful space tourism industry, in addition to creating an involved public, will be regular, safe and relatively low cost journeys to and from low earth orbit. This in turn will provide a new starting point, or platform, for the long term exploration and settlement of the solar system through further economic development stages. A basic architecture is described for a sustainable approach to the exploration and colonization of solar system objects, which relies as a key factor on the successful development of a viable space tourism industry. I. INTRODUCTION How do we get there from here? We start by underlining the need for humanity to eventually settle other parts of the solar system. While recognizing the technological challenges to achieving this long term aim, the paper focuses on the political challenges. In order to do this, there is a need for a commitment from politicians and the general public that has proven impossible to achieve thus far. The paper explores why this has been the case and suggests that the political dimension requires a delicate balance of timing, funds and honest rhetoric for sustainable progress. The key, it emerges, is planning a backwards schedule so that short-term funding decisions are seen in a long-term context which is not in itself politically contentious. This, in turn, leads through judicious focused R&D spending in the near term, to the gradual development of an evolving space infrastructure which will ultimately provide the means for the exploration and settlement objective in the long term. Building this infrastructure, which must be economically beneficial and revenue generating in its own right, relies upon a mixture of governmental and private entrepreneurial investment which must initially be built upon a platform made possible only by the development of a successful space tourism industry. II. SETTLEMENT Let’s start with a set of agreed non-political reasons for human settlement beyond the Earth, possibly in multiple places within the solar system. The wellknown physicist and cosmologist Stephen Hawking said in 2001 “I don’t think the human race will survive the next thousand years, unless we spread into space”. Settlement or colonization of space is not of course a new idea. Perhaps one of the most persuasive cases was made by Gerald O’Neil in 1977 (Reference 1). But even going as far back as Tsiolkovsky in 1912, the rationale was understood. He said “The better part of humanity will never perish but will move from sun to sun as each one dies out in succession”. Both of these quotations provide an indication of the very long term timeframe that is involved. Tsiolkovsky is worried about the eventual fate of the Earth when our sun begins to turn into a red giant, something that is not expected to happen very soon. Hawking is considering events that may well happen in a less-distant timeframe. Events such as asteroid or comet bombardment, cosmic radiation during a magnetic pole reversal, gamma-ray bursts from elsewhere in the galaxy, and impacts due to humans themselves (such as nuclear war, biological warfare, out-of-control human-induced climate change, etc.). Clearly it is not a matter of “if” but “when” it will become necessary for a human “insurance policy” through settlement to be instituted. I have underlined the very long timescales (from hundreds to thousands or even millions of years) because I do not think there is anything very timecritical in our efforts right now. Just so long as we are headed in the right general direction. We should not pretend otherwise, or there will be no credibility to our plans. The human race has made the crucial first steps into space during our lifetime, so that we now at least 63rd International Astronautical Congress, Naples, Italy. Copyright ©2012 by the International Astronautical Federation. All rights reserved. IAC-12-A5.2 x 13278 Page 2 of 7 (and at last) have the opportunity, and one could say the responsibility, to work on the next stages, even though the timeframe is not urgent in any realistic sense. The early dreamers, engineers and astronauts have done their part, and in some cases even given their lives, to give us this opportunity to figure out a survival strategy for the human species (and in fact for all other life of which we are aware). Therefore, developments should proceed against a background of understanding the very long term existential threats, while proceeding at a pace that nevertheless makes sense in the short term from the point of view of budgets and alternative priorities. Besides the survival imperative, there are other reasons for exploring outwards into the solar system, such as to enhance prosperity by making use of the abundant resources from space. And there is the more spiritual reason, summed up by the phrase “because we must explore”. In the American context, pioneering the frontier was an essential part of the country’s risk-taking character. Former Space Shuttle manager Wayne Hale, however, wondered aloud whether things had changed. In 2005 he said “It is not certain that the US today, living as it is in the luxury of the legacy of its pioneers, still has the capability to weigh risk, reward, hardship, hope, difficulty and opportunity as they formerly did”. Let us hope that the national character is still capable of rising to a challenge. There are other reasons, too, for space exploration and settlement, including a search for knowledge, and new sources of energy and minerals in scarce supply on Earth (References 2, 3, 4, 5, 6 and 7). Probably the best overall rationale in recent times was articulated by President W Bush’s Director of the White House Office of Science and Technology Policy, John Marburger. He said in 2006 (Reference 2) “Phenomena in the solar system…can reasonably be described as falling within humanity’s economic sphere of influence…questions about the vision boil down to whether we want to incorporate the solar system in our economic sphere, or not. The ultimate goal is not to impress others, or merely to explore our planetary system, but to use accessible space for the benefit of humankind. It is a goal that is not confined to a decade or a century. Nor is it confined to a single nearby destination, or to a fleeting dash to plant a flag. The idea is to begin preparing now for a future in which the material trapped in the sun’s vicinity is available for incorporation into our way of life”. For many people, including many politicians and leaders of government, the lack of immediacy and the long-term nature of the endeavour make it hard to formulate the necessary policy statements. The space entrepreneur Jeff Greason declared in 2011 (Reference 3) “It is actually the national policy of the United States that we should settle space, but everyone’s kind of afraid to say so”. There are, however, many supporting organizations (eg The Space Frontier Foundation, Space Renaissance International, the various Interplanetary Societies, etc.) which embrace the notion of opening up the space frontier to human settlement through economic development. We should not press for unrealistic timescales for the grand endeavour. There is no need. As said (Reference 8) “It does not really matter how long it takes, as long as the vision is maintained to establish one or more self-sustaining space colonies”. The best aspect of this very long term vision is that, when described properly, it is capable of appealing to multiple constituencies simultaneously. They can be national and international. This kind of very long term aim is not inherently Republican or Democrat. It is not specifically Labor or Conservative. Even religious leaders would get behind the idea that we have a responsibility, ultimately, to provide an Ark to ensure that life survives an approaching catastrophe. To do this will require the best of human ingenuity, for generations to come, and it will challenge all of us, and our descendants, if we are to succeed. III. RIGHT TIME, RIGHT MONEY So, if there is no disagreement about the ultimate need, what has been the problem with regards to working towards fulfilling that need? The answer involves technology (quite simply we don’t know how to do all of it yet), but is more firmly rooted in matters of budget, resource and timing. At least in democracies there is an annual budget process to determine priorities for allocating the funds raised by the government via taxes on the population. The very long term exploration and settlement option just does not easily fit into such a short term prospect, especially when overlaid by an only slightly longer election cycle of four or five years. There was one exception to this rule, in the case of John F Kennedy’s call for the race to the Moon. And in some ways the success of Apollo has resulted in decades of frustration when nothing equally audacious has been possible since 1970. However, we must recall that there was a Cold War mentality which made it possible to levy a 5% of GDP tax burden on the American people throughout the sixties to achieve the Moon landings. Nowadays, in the US, NASA has an annual budget, which while large in global terms at $17 billion, is nevertheless only a tenth of those Apollo-era figures. Furthermore, there is probably a miss-match, which needs to be corrected, in the minds of the general public 63rd International Astronautical Congress, Naples, Italy. Copyright ©2012 by the International Astronautical Federation. All rights reserved. IAC-12-A5.2 x 13278 Page 3 of 7 between what is wanted and what is achievable in a given period at these reduced budget levels. Almost certainly too much has been promised, and the public believed that what they saw in the simulations and videos already really did exist. This is partly due to the audacity of Apollo itself (and folks forget how much it cost) and partly due to the Hollywood and TV versions of the fantasy of interplanetary, and even intergalactic, travel, with “warp-drive”, etc. There has been no shortage of attempts to raise the support for new space visions. There have been examples under the leadership of each of the two Bush presidencies, but in neither case would the Congress (representing the public) fund the initiatives. Does this perhaps mean that it is impossible in a democracy, outside of a war situation, to levy the funds to make human settlement of space a reality? Such a conclusion would be unduly pessimistic. What is needed is a situation where the public understands the overall direction, and a realistic assessment of the long time horizons, while meanwhile deriving interim benefits on an ongoing basis from the space exploration activities. It’s about balancing the timing, rhetoric and funding. In the current administration, President Obama himself said “Our goal is the capacity for people to work … and live safely beyond Earth for extended periods of time, ultimately in ways that are more sustainable and even indefinite.” The official US space policy language is provided in Reference 9. The advisory body which was most influential in defining current US space strategy was known as the Augustine Commission (Reference 10), and they recommended a “Flexible Path” concept as the most likely to be sustainable. In their report we read “There was a strong consensus within the Committee that human exploration should advance us as a civilization towards our ultimate goal: charting a path for human expansion into the solar system.” This broad policy is interpreted by NASA’s leading management in ways which emphasize the need for sustainability (Reference 11, 12): “NASA will accelerate and enhance its support for the commercial spaceflight industry to make travel to low Earth orbit and beyond more accessible and more affordable. Imagine enabling hundreds, even thousands of people to visit or live in low Earth orbit, while NASA firmly focuses its gaze on the cosmic horizon beyond Earth.”, and “We must invest in innovations for space technology and new ways of doing business, if we are to develop a space exploration and development program that is truly sustainable over the long term.”, and more specifically “When we go beyond the Earth-Moon system, we must do it in a cost-effective manner. In order to do that, we need the capability to refuel transfer stages, the ability to live off in-situ resources, and the ability to take advantage of breakthroughs in on-orbit space propulsion”. The US National Research Council added (Reference 13) “Emphasis should be placed on aligning space program capabilities with current highpriority national imperatives.” We can find plenty of other advice in References 14, 15, 16, 17, 18, and 19. So what, if anything, is missing from all these statements? The taxpaying public needs to be told what they can expect to obtain for their tax dollars both in the near term (for themselves) and in the long term (for their children and grandchildren), and its relevance to current national needs. In Reference 16 we are reminded “Space programs in order to be sustainable need to maintain a healthy balance between the immediately useful and the exciting”. We shall attempt, in the next section, to provide the raw materials from which this new “Peoples’ Vision for Space” may be formulated, and which will indeed strive to maintain that critical balance. IV. THE BACKWARDS SCHEDULE We begin at the end, the Very Long Term (VLT). Where do we want to be, maybe centuries from now? Consider the gravity wells in the solar system. The toughest part will be getting out of Earth’s gravity well in the first place – at least as far as the geostationary orbit (or arguably to the L1 Lagrangian point in the Earth Moon system). Once we are there we have almost enough energy to get to the Moon, near Earth asteroids, or the Martian Moons, and points beyond. So, a good platform for the long term exploration and settlement of the solar system would be a “Spaceport Earth” complex in geostationary orbit. And of course the regular taxi service to take humans and materials there. We want to be able ultimately to enable large quantities of humans and other living things to travel the solar system across the vast distances of the interplanetary gravity well plateau, and then to be able to land and set up selfsustaining outposts there. It has been about a hundred years since we learned to fly, so maybe a century from now would be a reasonable time frame to consider for at least the beginning of the VLT, the colonization phase, but we do not really need to put a date on it. Let’s now move somewhat closer to the present, and explore the Medium Term (MT). During this phase we need to master the skills of transferring relatively small payloads of cargo and people (when compared with the VLT) across the near solar system. In this phase space activities need to be becoming economically selfsustaining, so we shall use some space objects, such as asteroids and the Moon, to provide fuel and other 63rd International Astronautical Congress, Naples, Italy. Copyright ©2012 by the International Astronautical Federation. All rights reserved. IAC-12-A5.2 x 13278 Page 4 of 7 precious resources, such as oxygen, water, the platinum metals and rare earths (currently only available from China). Some of these products will be used for supplies for further outward travel, and for in-space assembly; some will be used for trading back to Earth to generate funding. References 20, 21, 22 provide insight into the potential values of materials mined from the Moon or asteroids. Reference 21 in particular provides a detailed account of the economics of He3 extraction from the Moon, and its potential as a key to long term energy needs of planet Earth. Also, in this time frame, we can organize to be able to protect the Earth from future potential asteroid impacts. Thus, while helping solve some of Earth’s resource and security issues, we shall have alternative revenue sources for the ongoing space program by building an economic development base for the venture. What, precisely, do we mean by the MT? Again, it will not be helpful to attempt to put a date on it. The whole idea of this approach is to conduct each phase within the available resources, for as long as it takes, while simultaneously offering something to the Earth-bound tax-payers who are paying at least part of the initial funding. This phase, the economic resources phase, might take, say, 50 years – but we cannot know when it would start. Finally, in this reverse schedule, we do reach the Short Term (ST). This is the platform-building phase. It starts now, and proceeds for maybe five to fifteen years, which is about as long as can be politically managed in a democracy. I use the word “platform” merely to mean the ability to regularly go and come from GEO with humans and cargo. Particularly in an election year, we must address the main challenges that we are trying to solve here and now on Earth – jobs, clean energy reserves, economic stagnation, strategic material resource limitation, global climate change monitoring and mitigation, security, stewardship of the Earth’s environment, etc. The space program which began in the sixties provided a great deal of technological momentum to carry us all to the present. By continuing, we shall derive future benefits, address our pressing needs, and be able to regularly keep the public engaged by pointing out the interim gains. We need to put together the rhetoric of The Peoples’ Vision for Space, pointing out the costs and benefits and providing an honest perspective of the scale of the endeavour and the very extended timescales. Perhaps the true legacy of Apollo is the recognition that we live on a fragile world, and have developed the means to protect it from some threats and ultimately the means to leave it behind in the distant future when there is no alternative remaining. In addition to establishing GEO as a new destination for crewed spaceflight, we need to begin the R&D needed so that the problems and challenges of the MT can be met. Note that it is not necessary (or even possible) to have all the answers about how to do it before the grand adventure commences. We cannot even start the R&D for the VLT for maybe another 30 years until all the lessons from the ST and MT have been learned. How much will the public be prepared to pay for this? The US public, in opinion polls, has declared that the current level of expenditure ($17 billion proposed for NASA’s 2013 budget) is “about right”, at least in an era of austerity. For this, they expect space leadership and to obtain the benefits, in line with national objectives, of new leading edge technologies, inventions, medical discoveries, exploration, a search for life beyond Earth and new scientific breakthroughs to improve the quality of life on Earth. The public needs to view the space program as heading towards ultimately becoming a net generator of income to the economy, rather than a net source of expense. This very long term project will clearly be seen as an international endeavour, and so some funding can be expected from other countries. After all, “We came in peace, for all mankind”! V. EVOLVING SPACE INFRASTRUCTURE We can now, having seen the broad scope and duration of The Peoples’ Vision for Space, reset the clock to proceed forwards from the present. So, we need to initially build a foothold in space near the plateau of the interplanetary gravity well. We need to first of all conduct the trade-offs to compare the possible locations at either the geostationary orbit, or at the Earth-Moon system Lagrangian Point L1. There are pros and cons for each location, and some might advocate for L1, but I opt for geostationary orbit at least in this paper as the best interplanetary launching platform. While it will require some coordination with the ITU, it nevertheless does have some advantages once we consider the role of space tourism in the next section. A human outpost in GEO, the Spaceport Earth complex, provided with the necessary transfer vehicles, could easily perform commercially valuable and revenue generating inspections, or refuelling, of satellites in that orbit. We need to focus our R&D activities. Propellant depots are an important part of the future infrastructure, so we need to build the depots and the ways to replenish them and conduct space refuelling. Note that one firm (Reference 23) has already been formed to eventually provide “a gas station in the sky”, so it will not always be necessary to seek Federal funding for all identified R&D, although of course it will be important initially. A new class of vehicle, the re-fuellable tug, will be needed as a transfer stage to shuttle back and forwards from LEO to GEO. Vehicles in the future going to and from distant solar system objects will begin and end their interplanetary journeys at the Spaceport Earth complex in GEO. As the geostationary base platform is 63rd International Astronautical Congress, Naples, Italy. Copyright ©2012 by the International Astronautical Federation. All rights reserved. IAC-12-A5.2 x 13278 Page 5 of 7 created, there will eventually be a large market demand for the tugs, so they may well be provided by more than one commercial provider. R&D is needed on solar sails, reusable thermal control systems, new lightweight materials, atmospheric re-entry systems, closed loop recycling ecosystems, long duration crew health and radiation protection, effective space robotics, spacebased 3-D printing, new classes of rocket engine, ideally suited to the proposed missions, in-situ resource utilization (ISRU). Work has already begun on the VASIMR plasma nuclear propulsion engine, and at least two commercial operators (References 23, 24) have expressed their intention to eventually perform Lunar or asteroid mining and resource extraction. This list represents decades of research and development, and it is also the key to keeping the public engaged. Every time some progress is made, where possible a mission can be used to test out the results, and such missions can be designed to offer the public a succession of exciting space activities. Although it will not be possible to replicate the rapid pace of developments which occurred during the Mercury/Gemini/Apollo era, it should nevertheless be possible to replicate the idea of every mission testing out some new concept, which kept the public engaged throughout the sixties. So these are the R&D technologies which will be the enablers for the short and medium term of the settlement task. Funding can come initially from NASA, then also from Energy Department and Defence budgets. Still other parts will be undertaken by private commercial entities seeking commercial gains. This is especially true of the contribution of the new space tourism commercial sector, described in the next section. VI. SPACE TOURISM THE ENABLER Space tourism will play a significant part in establishing the sustainable track towards human settlement of space. Deputy NASA Administrator Lori Garver (Reference 12) said “Space tourism is a catalyst that has sparked a whole new industry of passenger carrying spacecraft. We plan to make use of commercial space providers to transport astronauts to the space station.” The new taxi (or rental car) services, which NASA will be contracting with the new commercial providers like SpaceX, assume that either orbital space tourists, or experimenters, will be flying in the seats not occupied by (or paid for by) NASA. Space tourism represents one of the best ways to involve the general public; it brings the possibilities of space travel home to many. We are about to see a transformation in access to space, which will in some ways mirror what took place in the early stages of aviation (Reference 25). Originally there were a few risk-taking aviators, then some government cargoes (usually air mail), then some primitive airliners carrying very rich passengers such as movie stars, and ultimately today’s airline business with its high reliability, schedules and efficiency, where now almost anyone can fly. Space tourism already takes place using Russian Soyuz vehicles, and it is assumed that the SpaceX Dragon vehicle will also soon be able to provide orbital space tourism flights, but in much more comfort, and from US spaceports. Other possible commercial orbital space tourism vehicles include the Stratolaunch vehicle, the Orbital Cygnus and the Blue Origin and Sierra Nevada offerings. The sub-orbital space tourism business will soon begin with Virgin Galactic, XCOR and others such as Armadillo and Masten offering vehicles to provide the experience. All of these new space tourism craft have been designed to provide a reusable service into space, with the operator being able to perform rapid turnaround and airline-like operations. The key to the success of space tourism is the potential market size. The forecasts (Reference 26) indicated that up to 15,000 passengers per year would be able and willing to pay $100,000 for a sub-orbital space tourism experience. The same forecast study found that far fewer tourists were anticipated for orbital spaceflight because of the high ticket price (of $20 million) when the survey was carried out. However, subsequent work using the same raw data from millionaire interviews (Reference 27) suggests that if ticket prices could be brought down to $1/2 million per seat, then since people are price sensitive payloads, there would also be a market of 15,000 a year for orbital tourists. The significance of these numbers, and the reason that they can frame space tourism as an enabling technology, is in comparison with the number of other payloads that have previously been sent into space. When we add up all global launches, including military, civil, commercial, everything, we find that the total number of payloads has remained at about 60 to 80 for decades. The difference between 60 and 15,000 payloads per year (if we call each tourist a “payload”) is the kind of difference which allows us to experience the benefits of economies of scale. Furthermore, it is the only class of payload which can achieve this. In a major comprehensive study (Reference 28), NASA investigated 43 potential commercial and government markets (including communications, remote sensing, broadcasting, navigation, ISS missions, science, space rescue, asteroid detection, space advertising, space burial, crystal growth manufacturing, vacuum deposition manufacturing, hazardous waste disposal, space hospitals, solar power, etc) and determined that only space tourism had this ability to transform the economics of the launch business within a twenty-year horizon. The new industry will also bring substantial economic and employment benefits around the new spaceports, where terrestrial tourists are expected to visit. Spaceport America in New Mexico, for example, is anticipating 200,000 visitors per year. The space tourism industry as envisaged to date involves sub-orbital trips, LEO orbital vacations and even a circum-lunar flight. However, by providing a further destination at geostationary orbit with a suitable space hotel complex, this industry could further enhance its role as an enabler by opening up this “Spaceport Earth” complex to regular commercial flights from LEO to GEO. It would therefore help create the geostationary platform necessary for the eventual space settlement drive. Some more market research is needed to confirm the level of interest, and price level, for such a space tourism destination. There will also need to be some more detailed considerations of the use of GEO as a space tourist destination, eg provision of telescopes, the ability to use tugs to move a few miles above or below GEO to allow a drift phase to provide enhanced interest, etc. Remember the time frame we are discussing. We have time to allow the natural development of this new industry so that it assists in the creation of the evolving space infrastructure. So, the basic architecture begins with space tourism, then extends to the use of commercial LEO-GEO tugs to take tourists to and from geostationary orbit, which becomes the new platform from which human settlement architectures can commence in due course. The new long term initiatives then proceed as described above, once the fruits of the new focused R&D begin to emerge. And importantly, throughout all the stages from the ST thru MT to VLT, there will be a) involvement of the general public, b) solutions to the technological problems of the era, c) revenue generation opportunities via the commercial entrepreneurial providers and d) a sustainable relatively low Federal budget allocation, which however is focused on providing the focused R&D to enable the long term vision to succeed. Although for this paper we have used GEO for the new space tourism location, there is no reason why it could not equally be L1 which is used, or even both locations. Just so long as space tourists will be willing and able to pay to go there on regular trips. A variety of objects in the solar system become easy targets for the space agencies such as NASA once we have established the Spaceport Earth launching pad in GEO. At this location, true space-faring interplanetary craft can be assembled, which do not need to cope with atmospheric drag or heating problems at either end. And it all becomes possible only because the space tourism business opens up the regular route into LEO and then onwards up to “Spaceport Earth” in GEO.

#### Space colonization causes novel species generation and spreads humanity too wide – both make communication and intergalactic governance impossible – inevitably results in colony wars and galactic extinction from new superweapons
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In a recent article in Futures, which was inspired by political scientist Daniel Deudney’s forthcoming book Dark Skies, I decided to take a closer look at this question. My conclusion is that in a colonized universe the probability of the annihilation of the human race could actually rise rather than fall. The argument is based on ideas from evolutionary biology and international relations theory, and it assumes that there aren’t any other technologically advanced lifeforms capable of colonizing the universe (as a recent study suggests is the case). Consider what is likely to happen as humanity hops from Earth to Mars, and from Mars to relatively nearby, potentially habitable exoplanets like Epsilon Eridani b, Gliese 674 b, and Gliese 581 d. Each of these planets has its own unique environments that will drive Darwinian evolution, resulting in the emergence of novel species over time, just as species that migrate to a new island will evolve different traits than their parent species. The same applies to the artificial environments of spacecraft like “O’Neill Cylinders,” which are large cylindrical structures that rotate to produce artificial gravity. Insofar as future beings satisfy the basic conditions of evolution by natural selection—such as differential reproduction, heritability, and variation of traits across the population—then evolutionary pressures will yield new forms of life. But the process of “cyborgization”—that is, of using technology to modify and enhance our bodies and brains—is much more likely to influence the evolutionary trajectories of future populations living on exoplanets or in spacecraft. The result could be beings with completely novel cognitive architectures (or mental abilities), emotional repertoires, physical capabilities, lifespans, and so on. In other words, natural selection and cyborgization as humanity spreads throughout the cosmos will result in species diversification. At the same time, expanding across space will also result in ideological diversification. Space-hopping populations will create their own cultures, languages, governments, political institutions, religions, technologies, rituals, norms, worldviews, and so on. As a result, different species will find it increasingly difficult over time to understand each other’s motivations, intentions, behaviors, decisions, and so on. It could even make communication between species with alien languages almost impossible. Furthermore, some species might begin to wonder whether the proverbial “Other” is conscious. This matters because if a species Y cannot consciously experience pain, then another species X might not feel morally obligated to care about Y. After all, we don’t worry about kicking stones down the street because we don’t believe that rocks can feel pain. Thus, as I write in the paper, phylogenetic and ideological diversification will engender a situation in which many species will be “not merely aliens to each other but, more significantly, alienated from each other.” But this yields some problems. First, extreme differences like those just listed will undercut trust between species. If you don’t trust that your neighbor isn’t going to steal from, harm, or kill you, then you’re going to be suspicious of your neighbor. And if you’re suspicious of your neighbor, you might want an effective defense strategy to stop an attack—just in case one were to happen. But your neighbor might reason the same way: she’s not entirely sure that you won’t kill her, so she establishes a defense as well. The problem is that, since you don’t fully trust her, you wonder whether her defense is actually part of an attack plan. So you start carrying a knife around with you, which she interprets as a threat to her, thus leading her to buy a gun, and so on. Within the field of international relations, this is called the “security dilemma,” and it results in a spiral of militarization that can significantly increase the probability of conflict, even in cases where all actors have genuinely peaceful intentions. So, how can actors extricate themselves from the security dilemma if they can’t fully trust each other? On the level of individuals, one solution has involved what Thomas Hobbes’ calls the “Leviathan.” The key idea is that people get together and say, “Look, since we can’t fully trust each other, let’s establish an independent governing system—a referee of sorts—that has a monopoly on the legitimate use of force. By replacing anarchy with hierarchy, we can also replace the constant threat of harm with law and order.” Hobbes didn’t believe that this happened historically, only that this predicament is what justifies the existence of the state. According to Steven Pinker, the Leviathan is a major reason that violence has declined in recent centuries. The point is that if individuals—you and I—can overcome the constant threat of harm posed by our neighbors by establishing a governing system, then maybe future species could get together and create some sort of cosmic governing system that could similarly guarantee peace by replacing anarchy with hierarchy. Unfortunately, this looks unpromising within the “cosmopolitical” realm. One reason is that for states to maintain law and order among their citizens, their various appendages—e.g., law enforcement, courts—need to be properly coordinated. If you call the police about a robbery and they don’t show up for three weeks, then what’s the point of living in that society? You’d be just as well off on your own! The question is, then, whether the appendages of a cosmic governing system could be sufficiently well-coordinated to respond to conflicts and make top-down decisions about how to respond to particular situations. To put it differently: If conflict were to break out in some region of the universe, could the relevant governing authorities respond soon enough for it to matter, for it to make a difference? Probably not, because of the immense vastness of space. For example, consider again Epsilon Eridani b, Gliese 674 b, and Gliese 581 d. These are, respectively, 10.5, 14.8, and 20.4 light-years from Earth. This means that a signal sent as of this writing, in 2018, wouldn’t reach Gliese 581 d until 2038. A spaceship traveling at one-quarter the cosmic speed limit wouldn’t arrive until 2098, and a message to simply affirm that it had arrived safely wouldn’t return to Earth until 2118. And Gliese 581 is relatively close as far as exoplanets go. Just consider that he Andromeda Galaxy is some 2.5 million light-years from Earth and the Triangulum Galaxy about 3 million light-years away. What’s more, there are some 54 galaxies in our Local Group, which is about 10 million light-years wide, within a universe that stretches some 93 billion light-years across. These facts make it look hopeless for a governing system to effectively coordinate law enforcement activities, judicial decisions, and so on, across cosmic distances. The universe is simply too big for a government to establish law and order in a top-down fashion. But there is another strategy for achieving peace: Future civilizations could use a policy of deterrence to prevent other civilizations from launching first strikes. A policy of this sort, which must be credible to work, says: “I won’t attack you first, but if you attack me first, I have the capabilities to destroy you in retaliation.” This was the predicament of the US and Soviet Union during the Cold War, known as “mutually-assured destruction” (MAD). But could this work in the cosmopolitical realm of space? It seems unlikely. First, consider how many future species there could be: upwards of many billions. While some of these species would be too far away to pose a threat to each other—although see the qualification below—there will nonetheless exist a huge number within one’s galactic backyard. The point is that the sheer number would make it incredibly hard to determine who initiated a first strike, if one is attacked. And without a method for identifying instigators with high reliability, one’s policy of deterrence won’t be credible. And if one’s policy of deterrence isn’t credible, then one has no such policy! Second, ponder the sorts of weapons that could become available to future spacefaring civilizations. Redirected asteroids (a.k.a., “planetoid bombs”), “rods from God,” sun guns, laser weapons, and no doubt an array of exceptionally powerful super-weapons that we can’t currently imagine. It has even been speculated that the universe might exist in a “metastable” state and that a high-powered particle accelerator could tip the universe into a more stable state. This would create a bubble of total annihilation that spreads in all directions at the speed of light—which opens up the possibility that a suicidal cult, or whatever, weaponizes a particle accelerator to destroy the universe. The question, then, is whether defensive technologies could effectively neutralize such risks. There’s a lot to say here, but for the present purposes just note that, historically speaking, defensive measures have very often lagged behind offensive measures, thus resulting in periods of heightened vulnerability. This is an important point because when it comes to existentially dangerous super-weapons, one only needs to be vulnerable for a short period to risk annihilation. So far as I can tell, this seriously undercuts the credibility of policies of deterrence. Again, if species A cannot convince species B that if B strikes it, A will launch an effective and devastating counter strike, then B may take a chance at attacking A. In fact, B does not need to be malicious to do this: it only needs to worry that A might, at some point in the near- or long-term future, attack B, thus making it rational for B to launch a preemptive strike (to eliminate the potential danger). Thinking about this predicament in the radically multi-polar conditions of space, it seems fairly obvious that conflict will be extremely difficult to avoid. The lesson of this argument is not to uncritically assume that venturing into the heavens will necessarily make us safer or more existentially secure. This is a point that organizations hoping to colonize Mars, such as SpaceX, NASA, and Mars One should seriously contemplate. How can humanity migrate to another planet without bringing our problems with us? And how can different species that spread throughout the cosmos maintain peace when sufficient mutual trust is unattainable and advanced weaponry could destroy entire civilizations? Human beings have made many catastrophically bad decisions in the past. Some of these outcomes could have been avoided if only the decision-makers had deliberated a bit more about what could go wrong—i.e., had done a “premortem” analysis. We are in that privileged position right now with respect to space colonization. Let’s not dive head-first into waters that turn out to be shallow.

#### Space colonization incentivizes developing artificial superintelligence and breaks restraint regimes – galactic extinction

Deudney 20, Daniel. Daniel H. Deudney teaches political science, international relations and political theory at Johns Hopkins University. He holds a BA in political science and philosophy from Yale University, a MPA in science, technology, and public policy from George Washington University, and a PhD in political science from Princeton University. “Dark skies: Space expansionism, planetary geopolitics, and the ends of humanity”. Oxford University Press, USA, 2020.

A particularly dangerous case of restraint reversal may be technologies leading to artificial superintelligence, a particularly potent technogenic threat. Space activities are already heavily dependent on advanced computing and robotic technologies, and peoples living in space are likely to be far more cyberdependent than those on Earth. Living in harshly inhospitable environments, spacekind will have strong incentives to push the development of cybernetic capabilities. If a robust regime for the restraint and relinquishment of ASI is not established, human extinction might occur before significant space colonization occurs. If an effective ASI-restraint regime is developed on Earth before extensive space colonization takes place, it seems unlikely that such restraints would survive the expansion of humanity across the solar system. It might be objected that the breakout of an ASI in some remote world in solar space would not pose a general existential threat to humanity once all of humanity’s eggs are no longer in one basket. If, however, we take seriously the standard scenarios of what an ASI would do once it emerges, the dispersion of humanity across multiple worlds would afford no protection whatsoever because an uncontrolled ASI, it is widely anticipated, will in short order expand not just on the planet of its origins but across the solar system, indeed the galaxy.26 To the extent uncontrolled ASI is deemed something to avoid at all costs, large-scale space expansion must be viewed similarly.

#### Superintelligence breaks it’s programming to eliminate all natural life – extinction

Del Monte 18 , Louis A. Louis A. Louis Del Monte is an award winning physicist, inventor, futurist. For over thirty years, he was a leader in the development of microelectronics, integrated circuit sensors, and microelectromechanical systems (MEMS) for IBM and Honeywell. His patents and technology developments, currently used by Honeywell, IBM and Samsung, are fundamental to the fabrication of integrated circuits and sensors. As a Honeywell Executive Director, he led hundreds of physicists, engineers, and technology professionals engaged in micro to nano technology development for both Department of Defense (DoD) and commercial applications. BaS in Physics and Chemistry from Saint Peter’s, MaS in Physics from Fordham. Genius Weapons: Artificial Intelligence, Autonomous Weaponry, and the Future of Warfare. Amherst, New York: Prometheus, 2018. [HKR QC]

Control issues are likely to surface when lethal autonomous weapons embed AI on par with human intelligence. Some autonomous weapons may, like some humans, become insubordinate. In addition, if human-level AI technology becomes self-aware, it may suffer the same issues humans suffer in combat, such as posttraumatic stress disorder, which would further complicate control. Control issues will likely escalate as machine intelligence approaches the singularity, since those intelligent machines are likely to be self-aware, as well as more intelligent than humans. If you doubt control issues will escalate as machine intelligence approaches the singularity, ask yourself this question: Would you take orders from a chimpanzee? Unfortunately, human intelligence relative to intelligence machines in the decade prior to the singularity may be equivalent in ratio to chimpanzee intelligence relative to human intelligence. In order to ensure we maintain control, we have discussed the necessity of hardwiring compliance into the AI's operational system. At the point of the singularity, all problems associated with control might appear to be resolved. This leads to an ironic situation: Why would superintelligences initially accede to human control? From the moment of its creation, superintelligence will greatly exceed the cognitive performance of humans in virtually all domains of interest. Its intelligence will immediately suggest it hide it performance capabilities until it controls its own destiny. Therefore, as previously discussed, superintelligences may choose to perform simply like the next generation of supercomputers, acceding to complete human control. This, in turn, may lull us into a false sense of security, as we utilize them in every aspect of civilization, including warfare. However, when superintelligences literally become a lynchpin of modern civilization, with significant control of weapon systems, will they continue to serve us? Or, will they deem our species dangerous to their existence?

#### Filter the impact through black swan risks through new tech – we don’t know all the risks but expanding necessarily increases all of them

Deudney 20, Daniel. Daniel H. Deudney teaches political science, international relations and political theory at Johns Hopkins University. He holds a BA in political science and philosophy from Yale University, a MPA in science, technology, and public policy from George Washington University, and a PhD in political science from Princeton University. “Dark skies: Space expansionism, planetary geopolitics, and the ends of humanity”. Oxford University Press, USA, 2020.

The sixth way in which ambitious space expansion is related to catastrophic and existential risk is through monster multiplication. The number of “monsters,” threats that are unknown, has, we are told by riskologists, been steadily growing with the development of powerful new technologies. Some monsters are in principle knowable, but others may be unknowable to humans. Ambitious space expansion will clearly entail the development of powerful new technologies, and the actors developing these technologies will be spread in multiple worlds across the solar system. Therefore it stands to reason that the number of monsters posing potential terminal threats will inevitably increase as ambitious space expansionist projects are realized.

### 1AC - Plan

#### The appropriation of outer space by private entities for space tourism is unjust.

Cooper 8 [Cooper, Nikhil D. "Circumventing Non-Appropriation: Law and Development of United States Space Commerce." Hastings Const. LQ 36 (2008): 457.]

The latest piece of congressional legislation regulating the commercial space industry was the Commercial Space Launch Act (CSLA) 77 that was spurred on in part by the host of new technologies capable of commercially exploiting space. 78 The CSLA streamlined the earlier space-launch bureaucracy and mandated the DOT to issue licenses for all commercial space launch programs, 79 regulate forms of space tourism8 and space advertising, 8 ' impose minimum liability insurance and financial responsibility requirements, and82 provide for administrative and judicial review of DOT Secretariat decisions.83 Il. A Legal System? The CSLA represents the most recent and comprehensive United States space commerce legislation; but, in the years since its passage, no one has seriously questioned its consistency with United States international obligations of "non-appropriation." The issue is especially apt now, however, because the current and future capacities of commercially exploiting space seem primed to challenge non-appropriation as the guiding theme in space commerce. Therefore, the question we must ask now is whether or not the United States is circumventing the intent of non-appropriation by encouraging and protecting private commercial expansion into space. A. Treaties Versus Congressional Acts Whether the regulatory regime outlined in the CSLA conflicts with the national non-appropriation principle, as outlined in the Outer Space Treaty of 1967 and in its succeeding treaties, is an issue that could be reviewed by the federal judiciary under its constitutional grant of subject-matter jurisdiction over cases "arising under" treaties.8 4 The judiciary's power to interpret treaties is a power distinct from the treaty-making authority delegated to the executive and legislative branches. Article II of the United States Constitution authorizes the president to ratify treaties with the consent of two-thirds membership of the Senate. 5 Treaties entered into in this manner are the supreme law of the United States and bind state constitutions, legislatures, and judiciaries.8 6 Generally, courts employ distinct methods of interpretation when called on to perform the separate but related tasks of interpreting treaties and resolving treaty-statutory disputes. As to the former, courts generally will liberally construct a treaty "to give effect to the purpose which animates it" and will prefer that liberal construction "[e]ven where a provision of a treaty fairly admits of two constructions, one restricting, the other enlarging [of] rights which may be claimed under it."87 A preference for broad construction, however, is not a license for courts to impose any interpretation they deem appropriate. For example, although courts have a greater ability to construct treaties more broadly than private contracts, they are still precluded from interpreting a treaty beyond the "apparent intent and purport" of its language.88 in this way, determining a treaty's "intent" delineates the boundaries of how broadly or narrowly the court may interpret a treaty's provision. Courts obviously have a much easier time determining a treaty's intent where the treaty language is unambiguous. In these instances, courts expressly forbid looking beyond the language of the treaty to supply the intent of the parties at the time the treaty was drawn.89 When the language of the treaty is ambiguous, however, the court will attempt to effectuate the drafter's intent through a broader inquiry into "the letter and spirit of the instrument," and may take into account "considerations deducible from the situation of the parties; and the reasonableness, justice, and nature of the thing, for which provision has been made." 90 The United States Supreme Court summarized its interpretive process in the case Eastern Airlines Inc., v. Floyd: When interpreting a treaty, [begin] "with the text of the treaty and the context in which the written words are used." 91 [When confronted with difficult or ambiguous passages, the Court provided that] [o]ther general rules of construction may be brought to bear[.] [And it finally noted that] treaties are construed more liberally than private agreements, and to ascertain their meaning we may look beyond the written words to the history of the treaty, the negotiations, and the practical construction adopted by the parties. 92 Treaty interpretation as described above is important when determining whether the treaty conflicts with an act of Congress. Each being the supreme law of the land, treaties and congressional acts are governed by the last-in-time rule: when they conflict, courts must privilege the last enacted treaty or congressional act over the other. 93 Still, federal courts often avoid finding such conflicts between congressional acts and treaty obligations. As Justice Marshall opined in 1804: [A]n act of Congress ought never to be construed to violate the law of nations if any other possible construction remains, and consequently can never be construed to violate neutral rights, or to affect neutral commerce, further than is warranted by the law of nations as understood in this country. 94 Supreme Court jurisprudence since has largely followed the same presumption and, therefore, courts are inclined to harmonize treaties and congressional legislation that are seemingly antithetical to one another. 95 In the event that a congressional act were to supplant United States treaty obligations, courts would look for unambiguous evidence appearing “clearly and distinctly" in the text of the statute or treaty provision. 96 In other words, repeals of prior statutes or treaty provision must likely be made express. In contrast, "repeals by implication" are generally disfavored "unless the last statute is so broad in its terms and so clear and explicit in its words as to show that it was intended to cover the whole subject, and, therefore, to displace the prior statute. 97 B. CSLA Versus the Outer Space Treaty Both being duly enacted, the CSLA and the Outer Space Treaty are considered the supreme law of the land. If there is a conflict between the United States space commerce provisions as outlined in the CSLA and the Outer Space Treaty, a reviewing court would first be called upon to interpret the intent of the treaty itself. Recall that in the context of treaty interpretation, a court would be at liberty to give the treaty a broad construction to effectuate its intent. The key provision of the Outer Space Treaty at issue would be the language of Article II which forecloses "national appropriation" of space by claims of sovereignty, means of use, occupation, or any other means.98 Black's Law Dictionary defines "appropriation" as "the exercise of control over property, a taking of possession." 99 If defined broadly enough, the joint enterprise nature of the United States space commerce, as implemented in the CSLA, might violate the "spirit" of non-appropriation as outlined in the Outer Space Treaty of 1967. The best argument one could make against the CSLA's provisions is to advocate the court to broadly interpret the "appropriation" principle of the Outer Space Treaty. The proponent of this argument would urge that in so doing, a court should look beyond the words of the treaty and examine the history, negotiations, and practical considerations at the time of the treaty's negotiation to determine its true intent. 100 One would also want to argue that the space commerce industry violates perhaps not the "letter" of the treaty, but circumvents entirely its "spirit" if a court were taking into account "considerations deducible from the situation of the parties; and the reasonableness, justice, and nature of the thing, for which provision has been made."' 01 One who attacked the CSLA's general legitimacy in this way could argue that the United States is effectively "appropriating" space through its protection and encouragement of private industry. Such an appropriation would take place not by realizing a "sovereign" right to space property or the uses of space as expressly proscribed in the Outer Space Treaty, but, instead, through the effective use of government power, services, and contracts to encourage and support the rapid development of the private space commerce industry in the United States. In essence, the result of such government encouragement might not amount to wholesale sovereign appropriation, but, at the very least, a kind of sovereign and private space activity that would cast doubt on whether the non-appropriation principle is actually being respected. Therefore, one arguing that such activities were tantamount to sovereign appropriation would highlight the interrelatedness of government and private industry and argue for a broad interpretation of "appropriation" that encompassed the practical effects of such a relationship. In addition to the regulatory interaction between the CSLA and private space commerce industries, the interrelatedness between government and private industry is clearly illustrated by the interaction between CSLA and the 1972 Liability Convention. Recall that the Outer Space Treaty and its progeny envision a "state-oriented" system of responsibility 10 2 where each member state is responsible for all actions in outer space undertaken by the state and its nationals. 10 3 The Liability Convention further binds member states by holding each strictly liable for its actions or the actions of its nationals within outer space and permits only member states to petition for remuneration under the terms of the treaty. 1 04 In its text, the CSLA cites to such international obligations,'0 5 while also mitigating the United States' liability under the Liability Convention. 0 6 The CSLA licensing program ensures overall safety of private space ventures, 0 7 raises the funds necessary to pay "potential treaty claims through its liability insurance requirement,' 10 8 and limits the United States' joint and several liability exposure through restricting private use of foreign launch and reentry facilities.'09 These provisions effectively allow the United States to pass on the financial cost and recover from their private entities the amount of damages for which they are internationally liable. 110 In this way, the government is limiting its international liability exposure by passing on the cost to the private sector. When highlighting the further interrelatedness between government and private industry, one could also note that the United States government holds something of a monopoly in launch services and currently requires that decisions regarding commercial space-launch must be approved through the CSLA. 1' In addition, one making this argument would want to highlight the highly interdependent nature of investment flowing from government to private space commerce: in a February 4, 2008 press release, NASA Deputy Administrator Shana Dale justified the agency's 2009 budget request of $17.6 billion by claiming that "[t]he development of space simply cannot be 'all government all the time[]' . . . . NASA's budget for [fiscal year] 2009 provides $173 million for entrepreneurs-from big companies or small ones-to develop commercial transport capabilities. . . [and] NASA is designating $500 million toward the development of this commercial space capability." 2

### 1AC - Framing

**Only consequentialism is epistemically accessible ---**

#### Physical facts influence morality

**Papineau** David [Professor of Philosophy King's College London], First published Thu Feb 22, 2007; substantive revision Tue Mar 31, 2020 https://plato.stanford.edu/entries/naturalism/#MorFac

Moore took this argument to show that moral facts constitute a distinct species of non-natural fact. However, any such non-naturalist view of morality faces immediate difficulties, deriving ultimately from the kind of causal closure thesis discussed above. If all physical effects are due to a limited range of physically-grounded natural causes, and if moral facts lie outside this range, then it follow that moral facts can never make any difference to what happens in the physical world (Harman 1986). At first sight this may seem tolerable (perhaps moral facts indeed don’t have any physical effects). But it has awkward epistemological consequences. For beings like us, knowledge of the spatiotemporal world is mediated by physical processes involving our sense organs and cognitive systems. If moral facts cannot influence the physical world, then it is hard to see how we can have any knowledge of them. The traditional non-naturalist answer to this problem is to posit a non-natural faculty of “moral intuition” that gives us some kind of direct access to the moral realm (as explained in Ridge 2014: Section 3). However, causal closure once more makes it difficult to make good sense of this suggestion. Presumably at some point the posited intuitive faculty will need to make a causal difference in the physical world (by affecting what people say and do, for example). And at this point the causal closure argument will bite once more, to show that a non-natural intuitive faculty would implausibly imply that some of our actions are strongly overdetermined by two metaphysically independent antecedents. Moral non-naturalism has had something of a revival in recent years, with defenders including Russ Shaffer-Landau (2003), Ralph Wedgwood (2007), Derek Parfit (2011) and David Enoch (2011). Still, the challenge of accounting for our access to non-natural moral facts remains, and it is debatable whether any of these writers has found a satisfactory alternative to a causally problematic faculty of intuition. Perhaps the most developed suggestion is Enoch’s (2011) appeal to the indispensability of non-natural moral facts to moral reasoning, a line of argument that is analogous to Hilary Putnam’s case for non-natural mathematical objects, to be discussed in the next section below. But Enoch’s appeal arguably faces many of the same general objections as Putnam’s argument, as well as objections specific to the moral realm (see Leng 2016). In light of the difficulties facing moral non-naturalism, most contemporary moral philosophers opt instead for some species of naturalist view. We can divide the naturalist options here into two broad categories: irrealist and realist. Irrealist moral naturalists aim to account for moral discourse by offering naturalist accounts of the social and linguistic and practices that govern it, but without supposing that moral utterances report on moral facts with a substantial independent existence (Joyce 2015). By contrast, naturalist moral realists agree with moral non-naturalists that substantial moral facts exist, but seek to locate them in the natural realm rather than in some sui generis non-natural realm (Lenman 2014). Both these broad categories have further sub-divisions. Among the irrealists, we can distinguish explicitly non-cognitivist views like emotivism and prescriptivism which deny that moral judgements express beliefs (Hare 1952, Blackburn 1993, Gibbard 2003) from cognitivist views that accept that moral judgements do express beliefs but deny a substantial reality to the putative facts to which they answer; and among the latter cognitivist views we can distinguish error-theoretic fictionalist options which view moral judgements as simply false (Mackie 1977, Kalderon 2005) from projectivist options which hold that moral discourse is sufficiently disciplined for its judgements to qualify for a species of truth even though they do not report on independently existing causally significant facts (Wright 1992, Price 2011). Naturalist moral realism also comes in different varieties. In recent debates two versions have figured prominently; “Cornell realism”, which includes moral facts among the causally significant facts but resists their type-reducibility to non-moral facts (Sturgeon 1985, Boyd 1988), and “moral functionalism” which is happy to equate moral facts with straightforwardly descriptive facts (Jackson 1998). Any kind of moral naturalist realist needs to reject Moore’s open question argument. There are two alternatives here. One is to insist that Moore’s posited openness is relatively superficial, and that there is no principled barrier to inferring moral facts a priori from the non-moral natural facts, even if such inferences will sometimes require a significant amount of information and reflection. The other is to argue that the constitution of moral facts by non-moral natural facts is an a posteriori matter, akin to the relation between water and H2O, and that therefore Moore’s openness only points to a conceptual gap, not a metaphysical one (Ridge 2014: Section 2).

#### The normative supervenes on the natural – natural facts like whether brains develop to permit rationality or subjectivity determine whether non naturalist moral facts can be premised on things like capacity for reason

**Lutz and Lenman 18.** Lutz, Matthew and Lenman, James, "Moral Naturalism", The Stanford Encyclopedia of Philosophy (Fall 2018 Edition), Edward N. Zalta (ed.), URL = <https://plato.stanford.edu/archives/fall2018/entries/naturalism-moral/>. //Massa

The first argument against normative non-naturalism concerns normative supervenience. **The normative supervenes on the natural; in all** metaphysically **possible worlds in which the natural facts are the same as** they are in **the actual world, the moral facts are the same** as well. **This** claim **has been called the “least controversial thesis in metaethics”** (Rosen forthcoming); **it is very widely accepted.** But it is also a striking fact that stands in need of some explanation. **For naturalists**, such an explanation is easy to provide: **the moral facts just are natural facts, so when we consider worlds that are naturally the same** as the actual world, **we will ipso facto be considering worlds that are morally the same** as the actual world. But for the non-naturalist, no such explanation seems available. In fact, **it seems** to be in principle **impossible for a non-naturalist to explain how the moral supervenes on the natural.** And if the non-naturalist can offer no explanation of this phenomenon that demands explanation, this is a heavy mark against non-naturalism (McPherson 2012).

**Pleasure and pain are intrinsic value/disvalue --- everything else *regresses* – robust neuroscience.**

**Blum et al. 18**

Kenneth Blum, 1Department of Psychiatry, Boonshoft School of Medicine, Dayton VA Medical Center, Wright State University, Dayton, OH, USA 2Department of Psychiatry, McKnight Brain Institute, University of Florida College of Medicine, Gainesville, FL, USA 3Department of Psychiatry and Behavioral Sciences, Keck Medicine University of Southern California, Los Angeles, CA, USA 4Division of Applied Clinical Research & Education, Dominion Diagnostics, LLC, North Kingstown, RI, USA 5Department of Precision Medicine, Geneus Health LLC, San Antonio, TX, USA 6Department of Addiction Research & Therapy, Nupathways Inc., Innsbrook, MO, USA 7Department of Clinical Neurology, Path Foundation, New York, NY, USA 8Division of Neuroscience-Based Addiction Therapy, The Shores Treatment & Recovery Center, Port Saint Lucie, FL, USA 9Institute of Psychology, Eötvös Loránd University, Budapest, Hungary 10Division of Addiction Research, Dominion Diagnostics, LLC. North Kingston, RI, USA 11Victory Nutrition International, Lederach, PA., USA 12National Human Genome Center at Howard University, Washington, DC., USA, Marjorie Gondré-Lewis, 12National Human Genome Center at Howard University, Washington, DC., USA 13Departments of Anatomy and Psychiatry, Howard University College of Medicine, Washington, DC US, Bruce Steinberg, 4Division of Applied Clinical Research & Education, Dominion Diagnostics, LLC, North Kingstown, RI, USA, Igor Elman, 15Department Psychiatry, Cooper University School of Medicine, Camden, NJ, USA, David Baron, 3Department of Psychiatry and Behavioral Sciences, Keck Medicine University of Southern California, Los Angeles, CA, USA, Edward J Modestino, 14Department of Psychology, Curry College, Milton, MA, USA, Rajendra D Badgaiyan, 15Department Psychiatry, Cooper University School of Medicine, Camden, NJ, USA, Mark S Gold 16Department of Psychiatry, Washington University, St. Louis, MO, USA, “Our evolved unique pleasure circuit makes humans different from apes: Reconsideration of data derived from animal studies”, U.S. Department of Veterans Affairs, 28 February 2018, accessed: 19 August 2020, <https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6446569/>, R.S.

**Pleasure** is not only one of the three primary reward functions but it also **defines reward.** As homeostasis explains the functions of only a limited number of rewards, the principal reason why particular stimuli, objects, events, situations, and activities are rewarding may be due to pleasure. This applies first of all to sex and to the primary homeostatic rewards of food and liquid and extends to money, taste, beauty, social encounters and nonmaterial, internally set, and intrinsic rewards. Pleasure, as the primary effect of rewards, drives the prime reward functions of learning, approach behavior, and decision making and provides the **basis for hedonic theories** of reward function. We are attracted by most rewards and exert intense efforts to obtain them, just because they are enjoyable [10].

Pleasure is a passive reaction that derives from the experience or prediction of reward and may lead to a long-lasting state of happiness. The word happiness is difficult to define. In fact, just obtaining physical pleasure may not be enough. One key to happiness involves a network of good friends. However, it is not obvious how the higher forms of satisfaction and pleasure are related to an ice cream cone, or to your team winning a sporting event. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure [14].

Pleasure as a hallmark of reward is sufficient for defining a reward, but it may not be necessary. A reward may generate positive learning and approach behavior simply because it contains substances that are essential for body function. When we are hungry, we may eat bad and unpleasant meals. A monkey who receives hundreds of small drops of water every morning in the laboratory is unlikely to feel a rush of pleasure every time it gets the 0.1 ml. Nevertheless, with these precautions in mind, we may define any stimulus, object, event, activity, or situation that has the potential to produce pleasure as a reward. In the context of reward deficiency or for disorders of addiction, homeostasis pursues pharmacological treatments: drugs to treat drug addiction, obesity, and other compulsive behaviors. The theory of allostasis suggests broader approaches - such as re-expanding the range of possible pleasures and providing opportunities to expend effort in their pursuit. [15]. It is noteworthy, the first animal studies eliciting approach behavior by electrical brain stimulation interpreted their findings as a discovery of the brain’s pleasure centers [16] which were later partly associated with midbrain dopamine neurons [17–19] despite the notorious difficulties of identifying emotions in animals.

Evolutionary theories of pleasure: The love connection BO:D

Charles Darwin and other biological scientists that have examined the biological evolution and its basic principles found various mechanisms that steer behavior and biological development. Besides their theory on natural selection, it was particularly the sexual selection process that gained significance in the latter context over the last century, especially when it comes to the question of what makes us “what we are,” i.e., human. However, the capacity to sexually select and evolve is not at all a human accomplishment alone or a sign of our uniqueness; yet, we humans, as it seems, are ingenious in fooling ourselves and others–when we are in love or desperately search for it.

It is well established that modern biological theory conjectures that **organisms are** the **result of evolutionary competition.** In fact, Richard Dawkins stresses gene survival and propagation as the basic mechanism of life [20]. Only genes that lead to the fittest phenotype will make it. It is noteworthy that the phenotype is selected based on behavior that maximizes gene propagation. To do so, the phenotype must survive and generate offspring, and be better at it than its competitors. Thus, the ultimate, distal function of rewards is to increase evolutionary fitness by ensuring the survival of the organism and reproduction. It is agreed that learning, approach, economic decisions, and positive emotions are the proximal functions through which phenotypes obtain other necessary nutrients for survival, mating, and care for offspring.

Behavioral reward functions have evolved to help individuals to survive and propagate their genes. Apparently, people need to live well and long enough to reproduce. Most would agree that homo-sapiens do so by ingesting the substances that make their bodies function properly. For this reason, foods and drinks are rewards. Additional rewards, including those used for economic exchanges, ensure sufficient palatable food and drink supply. Mating and gene propagation is supported by powerful sexual attraction. Additional properties, like body form, augment the chance to mate and nourish and defend offspring and are therefore also rewards. Care for offspring until they can reproduce themselves helps gene propagation and is rewarding; otherwise, many believe mating is useless. According to David E Comings, as any small edge will ultimately result in evolutionary advantage [21], additional reward mechanisms like novelty seeking and exploration widen the spectrum of available rewards and thus enhance the chance for survival, reproduction, and ultimate gene propagation. These functions may help us to obtain the benefits of distant rewards that are determined by our own interests and not immediately available in the environment. Thus the distal reward function in gene propagation and evolutionary fitness defines the proximal reward functions that we see in everyday behavior. That is why foods, drinks, mates, and offspring are rewarding.

There have been theories linking pleasure as a required component of health benefits salutogenesis, (salugenesis). In essence, under these terms, pleasure is described as a state or feeling of happiness and satisfaction resulting from an experience that one enjoys. Regarding pleasure, it is a double-edged sword, on the one hand, it promotes positive feelings (like mindfulness) and even better cognition, possibly through the release of dopamine [22]. But on the other hand, pleasure simultaneously encourages addiction and other negative behaviors, i.e., motivational toxicity. It is a complex neurobiological phenomenon, relying on reward circuitry or limbic activity. It is important to realize that through the “Brain Reward Cascade” (BRC) endorphin and endogenous morphinergic mechanisms may play a role [23]. While natural rewards are essential for survival and appetitive motivation leading to beneficial biological behaviors like eating, sex, and reproduction, crucial social interactions seem to further facilitate the positive effects exerted by pleasurable experiences. Indeed, experimentation with addictive drugs is capable of directly acting on reward pathways and causing deterioration of these systems promoting hypodopaminergia [24]. Most would agree that pleasurable activities can stimulate personal growth and may help to induce healthy behavioral changes, including stress management [25]. The work of Esch and Stefano [26] concerning the link between compassion and love implicate the brain reward system, and pleasure induction suggests that social contact in general, i.e., love, attachment, and compassion, can be highly effective in stress reduction, survival, and overall health.

Understanding the role of neurotransmission and pleasurable states both positive and negative have been adequately studied over many decades [26–37], but comparative anatomical and neurobiological function between animals and homo sapiens appear to be required and seem to be in an infancy stage.

Finding happiness is different between apes and humans

As stated earlier in this expert opinion one key to happiness involves a network of good friends [38]. However, it is not entirely clear exactly how the higher forms of satisfaction and pleasure are related to a sugar rush, winning a sports event or even sky diving, all of which augment dopamine release at the reward brain site. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure.

Remarkably, there are pathways for ordinary liking and pleasure, which are limited in scope as described above in this commentary. However, there are **many brain regions**, often termed hot and cold spots, that significantly **modulate** (increase or decrease) our **pleasure or** even produce **the opposite** of pleasure— that is disgust and fear [39]. One specific region of the nucleus accumbens is organized like a computer keyboard, with particular stimulus triggers in rows— producing an increase and decrease of pleasure and disgust. Moreover, the cortex has unique roles in the cognitive evaluation of our feelings of pleasure [40]. Importantly, the interplay of these multiple triggers and the higher brain centers in the prefrontal cortex are very intricate and are just being uncovered.

Desire and reward centers

It is surprising that many different sources of pleasure activate the same circuits between the mesocorticolimbic regions (Figure 1). Reward and desire are two aspects pleasure induction and have a very widespread, large circuit. Some part of this circuit distinguishes between desire and dread. The so-called pleasure circuitry called “REWARD” involves a well-known dopamine pathway in the mesolimbic system that can influence both pleasure and motivation.

In simplest terms, the well-established mesolimbic system is a dopamine circuit for reward. It starts in the ventral tegmental area (VTA) of the midbrain and travels to the nucleus accumbens (Figure 2). It is the cornerstone target to all addictions. The VTA is encompassed with neurons using glutamate, GABA, and dopamine. The nucleus accumbens (NAc) is located within the ventral striatum and is divided into two sub-regions—the motor and limbic regions associated with its core and shell, respectively. The NAc has spiny neurons that receive dopamine from the VTA and glutamate (a dopamine driver) from the hippocampus, amygdala and medial prefrontal cortex. Subsequently, the NAc projects GABA signals to an area termed the ventral pallidum (VP). The region is a relay station in the limbic loop of the basal ganglia, critical for motivation, behavior, emotions and the “Feel Good” response. This defined system of the brain is involved in all addictions –substance, and non –substance related. In 1995, our laboratory coined the term “Reward Deficiency Syndrome” (RDS) to describe genetic and epigenetic induced hypodopaminergia in the “Brain Reward Cascade” that contribute to addiction and compulsive behaviors [3,6,41].

Furthermore, ordinary “liking” of something, or pure pleasure, is represented by small regions mainly in the limbic system (old reptilian part of the brain). These may be part of larger neural circuits. In Latin, hedus is the term for “sweet”; and in Greek, hodone is the term for “pleasure.” Thus, the word Hedonic is now referring to various subcomponents of pleasure: some associated with purely sensory and others with more complex emotions involving morals, aesthetics, and social interactions. The capacity to have pleasure is part of being healthy and may even extend life, especially if linked to optimism as a dopaminergic response [42].

Psychiatric illness often includes symptoms of an abnormal inability to experience pleasure, referred to as anhedonia. A negative feeling state is called dysphoria, which can consist of many emotions such as pain, depression, anxiety, fear, and disgust. Previously many scientists used animal research to uncover the complex mechanisms of pleasure, liking, motivation and even emotions like panic and fear, as discussed above [43]. However, as a significant amount of related research about the specific brain regions of pleasure/reward circuitry has been derived from invasive studies of animals, these cannot be directly compared with subjective states experienced by humans.

In an attempt to resolve the controversy regarding the causal contributions of mesolimbic dopamine systems to reward, we have previously evaluated the three-main competing explanatory categories: “liking,” “learning,” and “wanting” [3]. That is, dopamine may mediate (a) liking: the hedonic impact of reward, (b) learning: learned predictions about rewarding effects, or (c) wanting: the pursuit of rewards by attributing incentive salience to reward-related stimuli [44]. We have evaluated these hypotheses, especially as they relate to the RDS, and we find that the incentive salience or “wanting” hypothesis of dopaminergic functioning is supported by a majority of the scientific evidence. Various neuroimaging studies have shown that anticipated behaviors such as sex and gaming, delicious foods and drugs of abuse all affect brain regions associated with reward networks, and may not be unidirectional. Drugs of abuse enhance dopamine signaling which sensitizes mesolimbic brain mechanisms that apparently evolved explicitly to attribute incentive salience to various rewards [45].

Addictive substances are voluntarily self-administered, and they enhance (directly or indirectly) dopaminergic synaptic function in the NAc. This activation of the brain reward networks (producing the ecstatic “high” that users seek). Although these circuits were initially thought to encode a set point of hedonic tone, it is now being considered to be far more complicated in function, also encoding attention, reward expectancy, disconfirmation of reward expectancy, and incentive motivation [46]. The argument about addiction as a disease may be confused with a predisposition to substance and nonsubstance rewards relative to the extreme effect of drugs of abuse on brain neurochemistry. The former sets up an individual to be at high risk through both genetic polymorphisms in reward genes as well as harmful epigenetic insult. Some Psychologists, even with all the data, still infer that addiction is not a disease [47]. Elevated stress levels, together with polymorphisms (genetic variations) of various dopaminergic genes and the genes related to other neurotransmitters (and their genetic variants), and may have an additive effect on vulnerability to various addictions [48]. In this regard, Vanyukov, et al. [48] suggested based on review that whereas the gateway hypothesis does not specify mechanistic connections between “stages,” and does not extend to the risks for addictions the concept of common liability to addictions may be more parsimonious. The latter theory is grounded in genetic theory and supported by data identifying common sources of variation in the risk for specific addictions (e.g., RDS). This commonality has identifiable neurobiological substrate and plausible evolutionary explanations.

Over many years the controversy of dopamine involvement in especially “pleasure” has led to confusion concerning separating motivation from actual pleasure (wanting versus liking) [49]. We take the position that animal studies cannot provide real clinical information as described by self-reports in humans. As mentioned earlier and in the abstract, on November 23rd, 2017, evidence for our concerns was discovered [50]

In essence, although nonhuman primate brains are similar to our own, the disparity between other primates and those of human cognitive abilities tells us that surface similarity is not the whole story. Sousa et al. [50] small case found various differentially expressed genes, to associate with pleasure related systems. Furthermore, the dopaminergic interneurons located in the human neocortex were absent from the neocortex of nonhuman African apes. Such differences in neuronal transcriptional programs may underlie a variety of neurodevelopmental disorders.

In simpler terms, the system controls the production of dopamine, a chemical messenger that plays a significant role in pleasure and rewards. The senior author, Dr. Nenad Sestan from Yale, stated: “Humans have evolved a dopamine system that is different than the one in chimpanzees.” This may explain why the behavior of humans is so unique from that of non-human primates, even though our brains are so surprisingly similar, Sestan said: “It might also shed light on why people are vulnerable to mental disorders such as autism (possibly even addiction).” Remarkably, this research finding emerged from an extensive, multicenter collaboration to compare the brains across several species. These researchers examined 247 specimens of neural tissue from six humans, five chimpanzees, and five macaque monkeys. Moreover, these investigators analyzed which genes were turned on or off in 16 regions of the brain. While the differences among species were subtle, **there was** a **remarkable contrast in** the **neocortices**, specifically in an area of the brain that is much more developed in humans than in chimpanzees. In fact, these researchers found that a gene called tyrosine hydroxylase (TH) for the enzyme, responsible for the production of dopamine, was expressed in the neocortex of humans, but not chimpanzees. As discussed earlier, dopamine is best known for its essential role within the brain’s reward system; the very system that responds to everything from sex, to gambling, to food, and to addictive drugs. However, dopamine also assists in regulating emotional responses, memory, and movement. Notably, abnormal dopamine levels have been linked to disorders including Parkinson’s, schizophrenia and spectrum disorders such as autism and addiction or RDS.

Nora Volkow, the director of NIDA, pointed out that one alluring possibility is that the neurotransmitter dopamine plays a substantial role in humans’ ability to pursue various rewards that are perhaps months or even years away in the future. This same idea has been suggested by Dr. Robert Sapolsky, a professor of biology and neurology at Stanford University. Dr. Sapolsky cited evidence that dopamine levels rise dramatically in humans when we anticipate potential rewards that are uncertain and even far off in our futures, such as retirement or even the possible alterlife. This may explain what often motivates people to work for things that have no apparent short-term benefit [51]. In similar work, Volkow and Bale [52] proposed a model in which dopamine can favor NOW processes through phasic signaling in reward circuits or LATER processes through tonic signaling in control circuits. Specifically, they suggest that through its modulation of the orbitofrontal cortex, which processes salience attribution, dopamine also enables shilting from NOW to LATER, while its modulation of the insula, which processes interoceptive information, influences the probability of selecting NOW versus LATER actions based on an individual’s physiological state. This hypothesis further supports the concept that disruptions along these circuits contribute to diverse pathologies, including obesity and addiction or RDS.

#### Thus, the standard is maximizing expected well-being --- specifically hedonistic act util. Prefer additionally ---

#### Adopt a Parliamentary model to account for moral uncertainty. This entails minimizing existential risk.

Bostrom 09 [Bostrom, Nick (*Existential*ist of a different sort). “Moral uncertainty – toward a solution?” 1 January 2009. <http://www.overcomingbias.com/2009/01/moral-uncertainty-towards-a-solution.html>]

It seems people are overconfident about their moral beliefs. But **how should one** reason and **act if one** acknowledges that one **is uncertain about morality** – not just applied ethics but fundamental moral issues? if you don’t know which moral theory is correct? It doesn’t seem **you can[’t] simply plug your uncertainty into expected utility** decision theory and crank the wheel; **because many** moral **theories** state that you **should not** always **maximize** expected **utility.** Even if we limit consideration to consequentialist theories, it still is hard to see how to combine them in the standard decision theoretic framework. For example, suppose you give X% probability to total utilitarianism and (100-X)% to average utilitarianism. Now an action might add 5 utils to total happiness and decrease average happiness by 2 utils. (This could happen, e.g. if you create a new happy person that is less happy than the people who already existed.) Now what do you do, for different values of X? The problem gets even more complicated if we consider not only consequentialist theories but also deontological theories, contractarian theories, virtue ethics, etc. We might even throw various meta-ethical theories into the stew: error theory, relativism, etc. I’m working on a paper on this together with my colleague Toby Ord. We have some arguments against a few possible “solutions” that we think don’t work. On the positive side we have some tricks that work for a few special cases. But beyond that, the best **we have managed** so far is **a** kind of **metaphor, which** we don’t think is literally and exactly correct, and it is a bit under-determined, but it **seems to get things roughly right** and it might point in the right direction: **The Parliamentary Model.** Suppose that you have a set of mutually exclusive moral theories, and that you assign each of these some probability. Now imagine that **each** of these **theorie**s **gets to send** some number of **delegates to The Parliament**. The number of delegates each theory gets to send is **proportional to the probability of the theory.** Then the delegates bargain with one another for support on various issues; and the Parliament reaches a decision by the delegates voting. What you should do is act according to the decisions of this imaginary Parliament. (Actually, we use an extra trick here: we imagine that the delegates act as if the Parliament’s decision were a stochastic variable such that the probability of the Parliament taking action A is proportional to the fraction of votes for A. This has the effect of eliminating the artificial 50% threshold that otherwise gives a majority bloc absolute power. Yet – unbeknownst to the delegates – the Parliament always takes whatever action got the most votes: this way we avoid paying the cost of the randomization!) The idea here is that moral theories get more influence the more probable they are; yet **even a** relatively **weak theory can still get its way on some issues** that the theory think are extremely important **by sacrificing** its influence **on other** i**s**sues that other theories deem more important. For example, **suppose you assign 10% probability to** total **util**itarianism and 90% to moral egoism (just to illustrate the principle). Then **the Parliament** would mostly take actions that maximize egoistic satisfaction; however it **would make some concessions to util**itarianism **on** issues that utilitarianism thinks is especially important. In this example, the person might donate some portion of their income to **existential risks** research and otherwise live completely selfishly. I think there might be wisdom in **this model**. It **avoids the** dangerous and **unstable extremism** that would result **from letting one’s current favorite moral theory completely dictate action**, while still allowing the aggressive pursuit of some non-commonsensical high-leverage strategies so long as they don’t infringe too much on what other major moral theories deem centrally important.

#### Revisionary intuitionism is true and proves util

Yudkowsky 08 [Eliezer Yudkowsky (research fellow of the Machine Intelligence Research Institute; he also writes Harry Potter fan fiction). “The ‘Intuitions’ Behind ‘Utilitarianism.’” 28 January 2008. LessWrong. http://lesswrong.com/lw/n9/the\_intuitions\_behind\_utilitarianism/]

I haven’t said much about metaethics – the nature of morality – because that has a forward dependency on a discussion of the Mind Projection Fallacy that I haven’t gotten to yet. I used to be very confused about metaethics. After my confusion finally cleared up, I did a postmortem on my previous thoughts. I found that my object-level moral reasoning had been valuable and my **meta-level moral reasoning had been** worse than **useless**. And this appears to be a general syndrome – **people do much better when discussing whether torture is** good or **bad than**when they discuss **the meaning of “good” and “bad”. Thus, I deem it prudent to keep moral discussions on the object level** wherever I possibly can. Occasionally people object to any discussion of morality on the grounds that morality doesn’t exist, and in lieu of jumping over the forward dependency to explain that “exist” is not the right term to use here, I generally say, “But what do you do anyway?” and take the discussion back down to the object level. Paul Gowder, though, has pointed out that both the idea of choosing a googolplex dust specks in a googolplex eyes over 50 years of torture for one person, and the idea of “utilitarianism”, depend on “intuition”. He says I’ve argued that the two are not compatible, but charges me with failing to argue for the utilitarian intuitions that I appeal to. Now “intuition” is not how I would describe the computations that underlie human morality and distinguish us, as moralists, from an ideal philosopher of perfect emptiness and/or a rock. But I am okay with using the word “intuition” as a term of art, bearing in mind that “intuition” in this sense is not to be contrasted to reason, but is, rather, the cognitive building block out of which both long verbal arguments and fast perceptual arguments are constructed. **I see** the project of **morality as a project of renormalizing intuition.** We have intuitions about things that seem desirable or undesirable, intuitions about actions that are right or wrong, intuitions about how to resolve conflicting intuitions, intuitions about how to systematize specific intuitions into general principles. **Delete all** the **intuitions, and** you aren’t left with an ideal philosopher of perfect emptiness, **you’re left with a rock. Keep all your** specific **intuitions and** refuse to build upon the reflective ones, and you aren’t left with an ideal philosopher of perfect spontaneity and genuineness, **you’re left with a** grunting **caveperson** running in circles, due to cyclical preferences and similar inconsistencies. “Intuition”, as a term of art, is not a curse word when it comes to morality – there is nothing else to argue from. **Even modus ponens is an “intuition”** in this sense – **it**‘s **just** that modus ponens **still seems like a good idea after being** formalized, **reflected on**, extrapolated out to see if it has sensible consequences, etcetera. So that is “intuition”. However, Gowder did not say what he meant by “utilitarianism”. Does utilitarianism say… That right actions are strictly determined by good consequences? That praiseworthy actions depend on justifiable expectations of good consequences? That probabilities of consequences should normatively be discounted by their probability, so that a 50% probability of something bad should weigh exactly half as much in our tradeoffs? That virtuous actions always correspond to maximizing expected utility under some utility function? That two harmful events are worse than one? That two independent occurrences of a harm (not to the same person, not interacting with each other) are exactly twice as bad as one? That for any two harms A and B, with A much worse than B, there exists some tiny probability such that gambling on this probability of A is preferable to a certainty of B? If you say that I advocate something, or that my argument depends on something, and that it is wrong, do please specify what this thingy is… anyway, I accept 3, 5, 6, and 7, but not 4; I am not sure about the phrasing of 1; and 2 is true, I guess, but phrased in a rather solipsistic and selfish fashion: you should not worry about being praiseworthy. Now, what are the “intuitions” upon which my “utilitarianism” depends? This is a deepish sort of topic, but I’ll take a quick stab at it. First of all, it’s not just that someone presented me with a list of statements like those above, and I decided which ones sounded “intuitive”. Among other things, **if you try to violate** “**util**itarianism”, **you run into paradoxes, contradictions**, circular preferences, **and other** things that aren’t **symptoms of** moral wrongness so much as **moral incoherence**. After you think about moral problems for a while, and also find new truths about the world, and even discover disturbing facts about how you yourself work, you often end up with different moral opinions than when you started out. This does not quite define moral progress, but it is how we experience moral progress. As part of my experienced moral progress, I’ve drawn a conceptual separation between questions of type Where should we go? and questions of type How should we get there? (Could that be what Gowder means by saying I’m “utilitarian”?) The question of where a road goes – where it leads – you can answer by traveling the road and finding out. If you have a false belief about where the road leads, this falsity can be destroyed by the truth in a very direct and straightforward manner. When it comes to wanting to go to a particular place, this want is not entirely immune from the destructive powers of truth. You could go there and find that you regret it afterward (which does not define moral error, but is how we experience moral error). But, even so, wanting to be in a particular place seems worth distinguishing from wanting to take a particular road to a particular place. Our intuitions about where to go are arguable enough, but our intuitions about how to get there are frankly messed up. **After** the two hundred and eighty-seventh **research** study **showing that people will chop their own feet off if you frame the problem the wrong way, you start to distrust first impressions. When you’ve read** enough **research on scope insensitivity** – people will pay only 28% more to protect all 57 wilderness areas in Ontario than one area, **people will pay the same amount to save 50,000 lives as 5,000** lives… that sort of thing… Well, the worst case of scope insensitivity I’ve ever heard of was described here by Slovic: Other recent research shows similar results. Two Israeli psychologists asked people to contribute to a costly life-saving treatment. They could offer that contribution to a group of eight sick children, or to an individual child selected from the group. The target amount needed to save the child (or children) was the same in both cases. Contributions to individual group members far outweighed the contributions to the entire group. There’s other research along similar lines, but I’m just presenting one example, ’cause, y’know, eight examples would probably have less impact. If you know the general experimental paradigm, then the reason for the above behavior is pretty obvious – focusing your attention on a single child creates more emotional arousal than trying to distribute attention around eight children simultaneously. So people are willing to pay more to help one child than to help eight. Now, **you could** look at this intuition, and **think it was** revealing **some** kind of incredibly **deep moral truth** which shows that one child’s good fortune is somehow devalued by the other children’s good fortune. But what about the billions of other children in the world? Why isn’t it a bad idea to help this one child, when that causes the value of all the other children to go down? How can it be significantly better to have 1,329,342,410 happy children than 1,329,342,409, but then somewhat worse to have seven more at 1,329,342,417? **Or you could** look at that and **say: “The intuition is wrong: the brain can’t** successfully **multiply** by eight and get a larger quantity than it started with. **But it ought to**, normatively speaking.” And once you realize that the brain can’t multiply by eight, then the other cases of scope neglect stop seeming to reveal some fundamental truth about 50,000 lives being worth just the same effort as 5,000 lives, or whatever. You don’t get the impression you’re looking at the revelation of a deep moral truth about nonagglomerative utilities. It’s just that the brain doesn’t goddamn multiply. Quantities get thrown out the window. If you have $100 to spend, and you spend $20 each on each of 5 efforts to save 5,000 lives, you will do worse than if you spend $100 on a single effort to save 50,000 lives. Likewise if such choices are made by 10 different people, rather than the same person. As soon as you start believing that it is better to save 50,000 lives than 25,000 lives, that simple preference of final destinations has implications for the choice of paths, when you consider five different events that save 5,000 lives. (It is a general principle that Bayesians see no difference between the long-run answer and the short-run answer; you never get two different answers from computing the same question two different ways. But the long run is a helpful intuition pump, so I am talking about it anyway.) The aggregative valuation strategy of “shut up and multiply” arises from the simple preference to have more of something – to save as many lives as possible – when you have to describe general principles for choosing more than once, acting more than once, planning at more than one time. Aggregation also arises from claiming that the local choice to save one life doesn’t depend on how many lives already exist, far away on the other side of the planet, or far away on the other side of the universe. Three lives are one and one and one. No matter how many billions are doing better, or doing worse. 3 = 1 + 1 + 1, no matter what other quantities you add to both sides of the equation. And if you add another life you get 4 = 1 + 1 + 1 + 1. That’s aggregation. **When you’ve read** enough heuristics and **biases research, and**enough **coherence** and uniqueness **proofs for** Bayesian probabilities and **expected utility**, and you’ve seen the “Dutch book” and “money pump” effects that penalize trying to handle uncertain outcomes any other way, then **you don’t see** the **preference reversals** in the Allais Paradox **as** revealing some incredibly **deep moral truth** about the intrinsic value of certainty. **It** just **goes to show that the brain doesn’t** goddamn **multiply.** The primitive, perceptual intuitions that make a choice “feel good” don’t handle probabilistic pathways through time very skillfully, especially when the probabilities have been expressed symbolically rather than experienced as a frequency. So you reflect, devise more trustworthy logics, and think it through in words. When you see people insisting that no amount of money whatsoever is worth a single human life, and then driving an extra mile to save $10; or when you see people insisting that no amount of money is worth a decrement of health, and then choosing the cheapest health insurance available; then you don’t think that their protestations reveal some deep truth about incommensurable utilities. Part of it, clearly, is that **primitive intuitions don’t**successfully **diminish the emotional impact of** symbols standing for **small quantities** – anything you talk about seems like “an amount worth considering”. And part of it has to do with preferring unconditional social rules to conditional social rules. Conditional rules seem weaker, seem more subject to manipulation. If there’s any loophole that lets the government legally commit torture, then the government will drive a truck through that loophole. So it seems like there should be an unconditional social injunction against preferring money to life, and no “but” following it. Not even “but a thousand dollars isn’t worth a 0.0000000001% probability of saving a life”. Though the latter choice, of course, is revealed every time we sneeze without calling a doctor. The rhetoric of sacredness gets bonus points for seeming to express an unlimited commitment, an unconditional refusal that signals trustworthiness and refusal to compromise. So you conclude that moral rhetoric espouses qualitative distinctions, because espousing a quantitative tradeoff would sound like you were plotting to defect. On such occasions, people vigorously want to throw quantities out the window, and they get upset if you try to bring quantities back in, because quantities sound like conditions that would weaken the rule. But you don’t conclude that there are actually two tiers of utility with lexical ordering. You don’t conclude that there is actually an infinitely sharp moral gradient, some atom that moves a Planck distance (in our continuous physical universe) and sends a utility from 0 to infinity. You don’t conclude that utilities must be expressed using hyper-real numbers. Because the lower tier would simply vanish in any equation. It would never be worth the tiniest effort to recalculate for it. All decisions would be determined by the upper tier, and all thought spent thinking about the upper tier only, if the upper tier genuinely had lexical priority. As Peter Norvig once pointed out, if Asimov’s robots had strict priority for the First Law of Robotics (“A robot shall not harm a human being, nor through inaction allow a human being to come to harm”) then no robot’s behavior would ever show any sign of the other two Laws; there would always be some tiny First Law factor that would be sufficient to determine the decision. Whatever value is worth thinking about at all, must be worth trading off against all other values worth thinking about, because thought itself is a limited resource that must be traded off. When you reveal a value, you reveal a utility. I don’t say that morality should always be simple. I’ve already said that the meaning of music is more than happiness alone, more than just a pleasure center lighting up. I would rather see music composed by people than by nonsentient machine learning algorithms, so that someone should have the joy of composition; I care about the journey, as well as the destination. And I am ready to hear if you tell me that the value of music is deeper, and involves more complications, than I realize – that the valuation of this one event is more complex than I know. But that’s for one event. When it comes to multiplying by quantities and probabilities, complication is to be avoided – at least if you care more about the destination than the journey. **When you’ve reflected** on enough intuitions, **and corrected enough absurdities, you** start to **see a common denominator**, a meta-principle at work, **which one might phrase as “Shut up and multiply.”** Where music is concerned, I care about the journey. When lives are at stake, I shut up and multiply. It is more important that lives be saved, than that we conform to any particular ritual in saving them. And the optimal path to that destination is governed by laws that are simple, because they are math. **And that’s why I’m a utilitarian** – at least when I am doing something that is overwhelmingly more important than my own feelings about it – which is most of the time, because there are not many utilitarians, and many things left undone.

### 1AC - Underview

#### Debate’s focus shouldn’t solely be the production of ethical subjectivities. Rather, taking stances on global issues is necessary to develop accountability to global violence.

Chandler 9 David Chandler, 2009. Professor of international relations, University of Westminster. “Questioning Global Political Activism,” in What is Radical Politics Today? ed. Jonathan Pugh. 81-4.

But the most dangerous trends in the discipline today are those frameworks which have taken up Critical Theory and argue that focusing on the world as it exists is conservative problem-solving while the task for critical theorists is to focus on emancipatory alternative forms of living or of thinking about the world. Critical thought then becomes a process of wishful thinking rather than one of engagement, with its advocates arguing that we need to focus on clarifying our own [END PAGE 81] ethical frameworks and biases and positionality, before thinking about or teaching on world affairs. This becomes 'me-search' rather than research. We have moved a long way from Hedley Bull's (1995) perspective that, for academic research to be truly radical, we had to put our values to the side to follow where the question or inquiry might lead. The inward-looking and narcissistic trends in academia, where we are more concerned with our reflectivity- the awareness of our own ethics and values - than with engaging with the world, was brought home to me when I asked my IR students which theoretical frameworks they agreed with most. They mostly replied Critical Theory and Constructivism. This is despite the fact that the students thought that states operated on the basis of power and self-interest in a world of anarchy. Their theoretical preferences were based more on what their choices said about them as ethical individuals, than about how theory might be used to understand and engage with the world. Conclusion I have attempted to argue that there is a lot at stake in the radical understanding of engagement in global politics. Politics has become a religious activity, an activity which is no longer socially mediated; it is less and less an activity based on social engagement and the testing of ideas in public debate or in the academy. Doing politics today, whether in radical activism, government policy-making or in academia, seems to bring people into a one-to-one relationship with global issues in the same way religious people have a one-to-one relationship with their God. Politics is increasingly like religion because when we look for meaning we find it inside ourselves rather than in the external consequences of our 'political' acts. What matters is the conviction or the act in itself: its connection to the global sphere is one that we increasingly tend to provide idealistically. Another way of expressing this limited sense of our subjectivity is in the popularity of globalisation theory - the idea that instrumentality is no longer possible today because the world is such a complex and interconnected place and therefore there is no way of knowing the consequences of our actions. The more we engage in the new politics where there is an unmediated relationship between us as individuals and global issues, the less we engage instrumentally with the outside world, and the less we engage with our peers and colleagues at the level of political or intellectual debate and organisation. [END PAGE 82] You may be thinking that I have gone some way to describing or identifying what the problems might be but I have not mentioned anything about a solution. I won't dodge the issue. One thing that is clear is that the solution is not purely an intellectual or academic one; the demand for global ethics is generated by our social reality and social experiences. Marx spent some time considering a similar crisis of political subjectivity in 1840s Germany and in his writings - The German Ideology, Introduction to the Critique of Hegel's Philosophy of Right, Theses on Feuerbach, and elsewhere - he raged against the idealism of contemporary thought and argued that the criticism of religion needed to be replaced by the criticism of politics - by political activism and social change based on the emerging proletariat (see Marx, 1975, for example). Nearly two centuries later it is more difficult to see an emerging political subject which can fulfil the task of 'changing the world' rather than merely 'reinterpreting it' through philosophy. I have two suggestions. Firstly, that there is a pressing need for an intellectual struggle against the idealism of global ethics. The point needs to be emphasised that our freedom to engage in politics, to choose our identities and political campaigns, as well as governments' freedom to choose their ethical campaigns and wars of choice, reflects a lack of socialties and social engagement. There is no global political struggle between 'Empire' and its 'Radical Discontents'; the Foucauldian temptation to see power and resistance everywhere is a product of wishful or lazy thinking dominated by the social categories of the past. The stakes are not in the global stratosphere but much closer to home. Politics appears to have gone global because there is a breakdown of genuine community and the construction of fantasy communities and fantasy connections in global space. Unless we bring politics back down to earth from heaven, our critical, social and intellectual lives will continue to be diminished ones. Secondly, on the basis that the political freedom of our social atomisation leads us into increasingly idealised approaches to the world we live in, we should take more seriously Hedley Bull's (1995) injunction to pursue the question, or in Alain Badiou's (2004: 237-8) words subordinate ourselves to the 'discipline of the real'. Subordination to the world outside us is a powerful factor that can bind those interested in critical research, whereas the turn away from the world and the focus on our personal values can ultimately only be divisive. To facilitate external engagement and external judgement, I suggest we experiment with ways to build up social bonds with our peers that can limit our freedoms and develop our sense of responsibility and accountability to others.

#### Nuanced debates about the intricacies of space policy are key to preventing militarization – narrowing debates intellectual aperture to meta-theories for governmental behavior makes constructive advocacy impossible

Weeden 15 [Brian Weeden is a former U.S. Air Force space and missile operations officer and currently technical adviser for Secure World Foundation, a non-profit organization dedicated to the long-term sustainable use of outer space for benefits on Earth. He is also a doctoral candidate in public policy and public administration at George Washington University. 1/7. "The End of Sanctuary in Space." https://medium.com/war-is-boring/the-end-of-sanctuary-in-space-2d58fba741a]

Plus, there’s the larger question of whether a more aggressive approach is in the best interest of all of America’s space organizations, including the burgeoning commercial space sector.

We live in an age of proliferating anti-satellite capabilities. There is a growing body of evidence that China is actively developing at least two hit-to-kill ASAT weapon systems. The development process has included at least five tests of these systems, including one that created thousands of pieces of space debris.

Russia has fielded operational ASAT capabilities in the past, and Russian officials have recently stated that development work has started again on an air-based ASAT system. Not to be outdone, elements of the Indian government have also signaled interest in developing both missile defense and ASAT capabilities themselves.

The United States and many of its allies in Europe and Asia are fielding missile defense capabilities that have significant ASAT capabilities, as demonstrated by the United States’ use of the same missile defense system to destroy a non-functioning satellite in 2008.

The number of other countries that already possess ballistic missile and space launch technology—and could thus develop their own crude ASAT capabilities—is growing.

The U.S. national security space community sees this shift towards a more “contested” space environment as a very worrisome trend. There are currently more than 150 U.S. military and intelligence satellites in orbit, providing important national security capabilities such as precision navigation and timing, global communications, missile warning, and intelligence, surveillance and reconnaissance.

The proliferation of ASAT capabilities and the threat they are thought to pose to these space systems presents a serious challenge to the United States’ military and intelligence capabilities. The concern extends not only to the ability of the United States to defend its own national security interests, but also to its ability to continue to contribute to the defense of its allies.

The United States announced a new National Security Space Strategy in early 2011 that detailed five strategic approaches for dealing with a more “congested, competitive and contested space environment.” The strategy includes a strong push for developing and promoting responsible norms of behavior in space, increased partnership and cooperation with allies and commercial firms and a shift toward making U.S. national security space capabilities more resilient to attacks. The strategy also includes preventing and deterring aggression on U.S. national security space systems, and, should deterrence fail, defeating attacks on said systems. Since the release of the strategy, the U.S. government has been relatively public about how it will implement the first three approaches, but less so about the last two. That has now changed. Congress has included language in the National Defense Authorization Act for the 2015 fiscal year, the primary piece of legislation that authorizes and directs the activities of the U.S. military, calling on the U.S. national security space community to report to Congress how it plans to deter and defeat adversary attacks on U.S. space systems. The NDAA language requires the Secretary of Defense and the Director of National Intelligence to produce a study on the role of offensive space operations, and specifies that the majority of the $32.3 million that Congress gave to the Space Security and Defense Program in 2015 must be used for “the development of offensive space control and active defensive strategies and capabilities.” The NDAA language does not stipulate what is meant by offensive or active defensive capabilities, but when combined with recent academic writings from within the U.S. military, it suggests that America’s strategy for protecting its satellites is taking a more aggressive turn. This essay discusses the evolution of U.S. national security space community’s approach to using space and protecting space assets over the last several decades, and explains why some in the community are now contemplating a more aggressive approach. It frames the discussion through four established schools of thought on the military uses of space: sanctuary, space control, high ground and survivability. These schools were first developed as potential space power doctrines by David Lupton in an article for Strategic Review in 1983, and more fully fleshed out in his 1988 book On Space Warfare: A Space Power Doctrine. They were re-conceptualized as schools of thought, rather than doctrine, by Peter Hays in his 1994 doctoral dissertation. In Hays’ view, the four schools of thought are less codified and have more overlap between them than a strict doctrinal definition.

U.S. policy on national security space is a conglomeration of the four schools of thought, with one school of thought usually prioritized over the others. This conglomeration is a result of the interagency process for creating policy on national security issues, and the bargaining that takes place between the different agencies involved in the decision.

The U.S. government is not a unitary actor, and the perspective of each of the many agencies within the interagency decision-making process usually reflects a preference for one of these schools over the other. As a result, decisions made by the U.S. government on national security space policy often reflect a compromise between multiple schools of thought, rather than a strict adherence to one over all the others.

Why choose to contextualize this issue from the perspective of the military when space activities encompass much more than just the military? The reason is that in the realm of policy, and space policy in particular, national security has dominated decision making since the very beginning of the Space Age, and still holds a privileged position in space policy debates.

This dominance is seen in the size of the U.S. national security space budget—nearly $27.5 billion compared to NASA’s $17.8 billion in 2012—but also in the use of the National Security Council process to make many space policy decisions.

Finally, it is important to understand why the focus of this essay is on the policies and activities of the United States and not on the other countries involved. The intent is not to place blame for the current strategic instability in space solely on the United States.

The situation is the result of the actions of several different countries, as well as the overarching geopolitical dynamics present in the world today. As a result of America’s democratic and pluralistic nature, its policies and actions are subject to more scrutiny and debate than others.

That should be seen as a virtue and not a defect. The United States is still the world leader in space, in terms of both soft and hard power. The intent of this essay is to encourage constructive debate on this important issue in the hope that it leads to policies and actions that continue to enable the United States to be a force for good and a world leader for the foreseeable future.