## 1

#### CP Text: A nation appointed international panel of scientists including National Academies and corresponding organizations should reduce intellectual property protections and manage similar conflicts of interest between intellectual property.

#### International panel of science diplomats can rule over IP---that’s key to science diplomacy.

Hajjar and Greenbaum 18 [David; Dean Emeritus and University Distinguished Professor, and Professor of Biochemistry and Pathology at Weill Cornell Medicine, Cornell University. He is a Fellow of the American Academy of Arts and Sciences, Fellow of the American Association for the Advancement of Sciences, a Jefferson Science Fellow of the National Academies at the U.S. Department of State, and a recent Senior Fellow in Science Policy at the Brookings Institute; Steven; Professor and Chair of the Department of Physics and Astronomy at Hunter College of the City University of New York and a Fellow of the American Physical Society. He was a Jefferson Science Fellow of the National Academies at the U.S. Department of State; “Leveraging Diplomacy for Managing Scientific Challenges,” American Diplomacy; September 18; <https://americandiplomacy.web.unc.edu/2018/09/leveraging-diplomacy-for-managing-scientific-challenges-an-opportunity-to-navigate-the-future-of-science/>] Justin

At the global level, science diplomacy is defined as cooperation among countries in order to solve complex problems through scientific research and education (1). For example, science diplomacy plays an important role in resolving global issues related to the ecosystem (such as clean water, food safety, energy conservation, and preservation of the environment). It also addresses problems related to the healthcare industry. For example, scientists have served at the international level to forge the Middle Eastern Cancer Consortium a decade ago to facilitate better healthcare and improve cancer research in the region. Whether one considers science for diplomacy or diplomacy for science, international science collaborations benefit from allowing science diplomats (broadly defined as science envoys, science attaches, embassy fellows) to help establish positive international relationships between the U.S., Europe, Latin America, Africa or Asia, particularly when proprietary disputes arise (2, 3). These various types of science diplomats already exist; some, like embassy fellows and science envoys, have one-year appointments so their role may be limited, while attaches usually have two or three year appointments that may allow them to be more successful in long, protracted negotiations. In any event, we believe that scientists can play more of a role in advancing international scientific cooperation. A key point addressed here is how to balance security concerns against the need for free exchange of information needed for innovation and growth.

Both the National Science Foundation and the National Institutes of Health are already engaged in supporting American science and strengthening collaborations abroad. Such efforts take advantage of international expertise, facilities, and equipment. Here, we provide a rationale for the use of diplomacy to address scientific challenges. This approach allows some scientists working as diplomats to help manage complex and potentially conflicting situations that arise between scientific communities and their governments. Such issues include managing disputes such as licensing agreements for intellectual property (IP) and providing protection of IP.

International collaborations can not only support but also accelerate the advancement of science. However, collaborations may carry risk if IP is misappropriated for other purposes. International collaborations should have a basis in strategy and specific goals (for example, drug discovery) in order to justify the use of government and/or corporate funds.

About a decade ago, a group of academics from the University of Manchester in the United Kingdom assembled the “Manchester Manifesto,” subtitled “Who Owns Science” (6). This document addressed the lack of alignment between commercial interests, intellectual rights, and credit to the researcher. In our (and commonly held) view, the groups representing these disparate values could benefit from diplomatic mediation. More recently, it has become increasing apparent that managing China as a science and technology superpower represents another challenge for the U.S. Resolution of issues such as ownership of IP, rights to reagents, or use of skilled laboratory personnel from international collaborations may require the efforts of science diplomats. There are few international offices or “guardians” to protect junior and senior scientists in corporate or academic sectors from misuse of reagents or piracy.

China’s failure to respect IP rights, and the resulting piracy, has drawn much attention. The media have also focused on the failure of watchdog government agencies to detect and manage these unwanted activities. Industrial espionage compromises U.S. interests. Moreover, Chinese and Russian hackers have cyberattacked U.S. technology companies, financial institutions, media groups, and defense contractors. In 2018, industrial spying was even reported in a major medical school in New York City where scientists were alleged to have illegally shared research findings with Chinese companies.

The U.S. has a long history of hiring research personnel from other countries to staff its laboratories and industrial R&D centers. These scientists and engineers have made critical contributions to our nation’s well-being and security. These young Chinese and South Asian graduates of U.S. programs a generation ago now staff our research enterprise. However, recent trends in U.S. graduate school applications in science, technology, engineering and mathematics (STEM) reflect a downturn in foreign applicants, particularly from China. It is becoming increasingly apparent that the number of American-born students seeking STEM degrees is not sufficient to satisfy future demands of our high-tech workforce. While our own educational reforms must be augmented, we cannot ignore the need to continue to recruit overseas talent.

We believe that foreign scientists can continue to make critical discoveries in the U. S. provided that their talent is nurtured, developed, and harnessed for the common good. At the same time, American companies cannot hire foreign scientists if they take the ideas they generate in U.S. laboratories back to their home countries without proper credit or permission. If the advancement of science is to succeed, greater diplomatic cooperation is needed to solve and manage proprietary issues for the benefit of all (5, 6).

So, how does one strike the proper balance between security and growth? Science is a universal social enterprise; international conferences lead to friendships and productive collaborations between nations. Given that the U.S. and Chinese governments recognize the need for international communication and collaboration then surely there should be a mechanism for adjudicating anticipated conflicts. One approach would be for government, industrial, and academic stakeholders to form an international panel of scientists and engineers to manage any conflicts of interest between the need to protect proprietary information crucial to a company’s competitive edge, and the need for students and young faculty members to publish their findings. Smaller scale efforts along these lines have recently given rise to unique global partnerships, such as fellowship support by major pharmaceutical companies, which aim to address these conflicts to the benefit of both parties. An added feature of such arrangements is that they often provide corporate financing for research (9). Can this corporate-academic partnership model be adapted to multinational joint R&D efforts while protecting IP? This question falls squarely within the purview of international science diplomacy, whereby science diplomats can establish rules of conduct governing joint global technology development with proper IP protection.

Despite the highly publicized and legitimate piracy allegations against China, at least some data indicates that the Chinese legal system is responding positively to worldwide pressure to honor foreign IP. A 2016 study by Love, Helmers, and Eberhardt, for example, found that between 2006 and 2011, foreign companies brought over 10 percent of patent infringement cases in China, and won over 70 percent of those cases (10). Today, “win rates” average around 80 percent, and “injunction rates,” around 98 percent (10). As Chinese scientists and engineers increasingly enter the top tier of the innovation space, their growing awareness of their own need for IP protection could be a powerful motivating force for the protection of all IP. As stated earlier, science diplomats could catalyze this progress even further by direct negotiations with those parties involved in the conflicts. An obvious flaw in this optimistic outlook is that scientists in the U.S. wield more influence with their government than scientists in China wield with theirs. And to the extent that the Chinese government could be encouraging IP theft, this must be addressed first by those international companies/firms who want to do business with the Chinese. Chinese investments, as well as tech incubators and targeted acquisitions, can enable access to U.S. technologies for commercial development. Although this conveys a level of risk to the developers, it may provide valuable opportunities for U.S. companies as well. In many respects, the extensive engagement and collaboration in innovation between the U.S. and China, often characterized by open exchanges of ideas, talent, and technologies, can be mutually beneficial in enriching and accelerating innovation in both countries.

In summary, we believe that science diplomats could help address the increasingly complex issues that arise between accelerating scientific and engineering advances, and the need to protect national security and corporate IP. We also propose that this might be accomplished by asking the National Academies to **recommend** academic, corporate, and government scientific leaders to serve on an international scientific advisory board, and for the corresponding organizations in other countries to do the same. Access to the free flow of information promotes new knowledge and innovation. A return to a more restrictive intellectual environment is not only harmful to progress, but also nearly impossible to manage in the current internet age. A good place to start would be to engage the newly appointed head of the White House Office of Science and Technology Policy (the Science Advisor to the President of the United States), and working groups within established organizations. These organizations include the American Association for the Advancement of Science (AAAS) or the National Academies of Science, Engineering and Medicine, and corresponding international organizations. What incentive is there for a busy and successful scientist to serve in such capacity? It is the same altruism that motivates us to accept assignments as journal editors, manuscript reviewers, or funding agency panelists for the advancement of science toward the greater good.

#### Solves every existential threat.

Haynes 18—research associate in the Neurobiology Department at Harvard Medical School (Trevor, “Science Diplomacy: Collaboration in a rapidly changing world,” <http://sitn.hms.harvard.edu/flash/2018/science-diplomacy-collaboration-rapidly-changing-world/>, dml) // Re-Cut Justin

Today’s world is extremely interconnected. Most of us take this fact for granted, but its implications cannot be overstated. The rate at which information, resources, and people are able to move from one part of the world to another continues to accelerate at an alarming rate. Undoubtedly, this development has done society immense good. In the last century, global life expectancy has doubled, the percentage of people living in extreme poverty has dropped by about 60%, and world literacy rates have increased by a similar margin. But while these statistics paint a promising picture of human civilization, human progress rests on a fragile foundation of international cooperation; the challenges presented by an interconnected world are immense. War, natural disasters, and economic collapse now exert their effects globally, creating economic and ecological disasters and mass human migrations on an unprecedented scale. And with the US pulling out of major multilateral agreements on trade, climate change mitigation, and denuclearization, you might wonder if our ability to collaborate across borders productively is really up to the task.

Global challenges require global solutions, and global solutions require collaboration between countries both big and small, rich and poor, authoritative and democratic. There are few human enterprises capable of providing continuity across these differences, and as technological solutions are becoming available to some of our most pressing issues, two in particular will be necessary to getting the job done: science and diplomacy. While science has long been utilized as a means to reach political ends—think of British explorer James Cook’s mapping of unexplored continents or the United States’ Manhattan Project—a more formal integration of scientists into the diplomatic process is being undertaken. This effort, which has led to scientists and academics playing a direct role in foreign policy development and international relations, has given birth of a new branch of diplomacy: science diplomacy.

What is science diplomacy?

As both the term and concept of science diplomacy have only recently gained traction in scientific and diplomatic circles, it’s been given a variety of definitions. But common to them all is the focus on applying scientific expertise to an international effort. The focus of these efforts is to solve international problems collaboratively while balancing economic prosperity, environmental protection, and societal wellbeing. The challenge of reaching this balance in the face of a booming global population cannot be understated, but this new branch of diplomacy is already at work and is producing results. International agreements such as the Paris Climate Agreement and the Iran Nuclear Deal are two famous examples, and science diplomacy is also establishing international collaboration in many other important arenas. While these lesser known efforts may not dominate the headlines, they are quietly tackling the global issues of today and preparing us for those of tomorrow.

Natural disasters don’t respect national boundaries (and neither does the aftermath)

In 2013, the number of refugees displaced by natural disasters—hurricanes, droughts, earthquakes—outnumbered those displaced by war. Current projections estimate as many as 1 billion people may be displaced by natural disasters by the year 2050. That would mean 1 in 9 people on the planet displaced and looking for a home. Compare this to the estimated 12 million refugees displaced by the war in Syria, and a frightening picture begins to form. As natural disasters continue to increase in both their frequency and intensity, solutions for mitigating the risk of total catastrophe will be underpinned by science, technology, and the ability of the international community to collaborate. Many organizations are starting to tackle these problems through the use of science diplomacy. The center for Integrated Research on Disaster Risk (IRDR) is composed of ten national committees—a network of government sponsored research institutions across the world in countries ranging the political and economic scale. These working groups have committed to improving disaster-risk-reduction science and technology while providing guidance to policy makers charged with implementing disaster prevention and mitigation strategies.

IRDR is governed by a committee comprising experienced scientists and natural disaster experts. Its members come from all over the world—the US, China, Uganda, Norway, Mexico, Venezuela, and more. The diversity of this organization starts at the top and is crucial to developing comprehensive risk-reduction strategies. Data and insights from countries with varying areas of expertise are being shared and built upon, facilitating more accurate natural disaster forecasting and better strategies for mitigating their destructive power. And by including representatives from countries of varying political and economic power in its leadership, IRDR ensures that its work will consider the needs of the global community at large, rather than just nations with considerable wealth and political standing.

The results of this type of international collaboration speak for themselves. Although humanity is grappling with more natural disasters than ever before, deaths related to these incidents continue to trend downward. Operating outside of the typical political framework that dominates foreign relations, IRDR provides a model for effective collaboration across the geopolitical spectrum in the face of a major global issue.

Explore or Exploit? Managing international spaces

Over the last few decades the polar ice cap that covers much of the Arctic Ocean has been shrinking. So much so, that during the warm season vast areas of previously solid ice have become open waters, creating opportunities for new trade routes and exposing the Arctic’s enormous reserves of oil and natural gas. Depending on your values, this will sound either like an opportunity for huge economic development of the region or the inevitable exploitation of one of the last untouched natural territories on the planet. And if you live there, like the half a million indigenous people who currently do, how this territory is managed will determine where you can live, how (and if) you can make a living, and what the health of the ecosystems that have supported Arctic life for millennia will look like.

Luckily, such a scenario was predicted decades ago. In 1987, Mikhail Gorbachev, then leader of the then Soviet Union, delivered a speech outlining his aspirations for the arctic to be explored rather than exploited—to radically reduce military presence, create a collaborative multinational research effort, cooperate on matters of environmental security, and open up the Northern Sea Route for trade. This speech laid the foundation for the Arctic Council (Figure 1), which is one of the most successful examples of science diplomacy at work. Composed of the eight Arctic nations, including geopolitical rivals US and Russia, and numerous groups of indigenous peoples, the Arctic Council was established to maintain Gorbachev’s vision for the region while giving the indigenous peoples a seat at the negotiating table. The council’s activities are conducted by six scientific and technology-based working groups who conduct research in the area and provide knowledge and recommendations to the council members. As a result of this research, and allowing scientists to take part in the negotiations, the Arctic council has enacted several legally binding agreements regarding the sustainable development and environmental protection of the Arctic Ocean. These agreements have facilitated cooperation on a number of important issues including search and rescue operations, prevention and containment of maritime oil pollution, and, most recently, enhanced data sharing and scientific research collaborations. Against a backdrop of rapidly deteriorating diplomatic relations, the US and Russia have co-chaired task forces that laid the foundation for these agreements, proving to the world that meaningful results can be achieved through the avenue of science diplomacy, regardless of geopolitics.

Science diplomacy going forward

The technical expertise that characterizes science diplomacy will continue to be in demand across many realms of foreign policy. For example, synthetic biology and gene-editing technology continue to factor into matters regarding agriculture and trade. Also, digital currencies, such as bitcoin, have changed the way economists and businesses are approaching markets. Finally, machine learning and artificial intelligence are being used by governments as a means for population control, giving rise to a new type of governance—digital authoritarianism.

While this expertise will be necessary for managing such issues, building international coalitions can’t be done through a purely scientific and technical lens. Convincing others to cooperate means providing them with a convincing argument to do so, and in terms they understand and find compelling. To achieve this, scientists must be trained to communicate their expertise in a way that moves stakeholders in policy discussions to act. This means appealing to motivations they have been largely taught to put to the side—whether they be political, economic, or emotional in nature—without obscuring the data and insights they have to offer.

For our leaders, policy makers, and diplomats to effectively understand issues underpinned by science and technology, experts in these fields must continue to be integrated into the mechanisms of governance. With scientists in the US running for elections in numbers like never before, we can expect this trend to continue. And in the face of a rising wave of nationalism across the world, it is crucial that we do everything we can to foster collaboration. The future of human civilization depends on it.

Negates – 1] no explanation of how it permits an exception 2] proves an opportunity cost to their actor and disproves its desirability
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#### Pleasure and pain *are* intrinsic value and disvalue.

Blum et al. 18 Kenneth Blum, 1Department of Psychiatry, Boonshoft School of Medicine, Dayton VA Medical Center, Wright State University, Dayton, OH, USA 2Department of Psychiatry, McKnight Brain Institute, University of Florida College of Medicine, Gainesville, FL, USA 3Department of Psychiatry and Behavioral Sciences, Keck Medicine University of Southern California, Los Angeles, CA, USA 4Division of Applied Clinical Research & Education, Dominion Diagnostics, LLC, North Kingstown, RI, USA 5Department of Precision Medicine, Geneus Health LLC, San Antonio, TX, USA 6Department of Addiction Research & Therapy, Nupathways Inc., Innsbrook, MO, USA 7Department of Clinical Neurology, Path Foundation, New York, NY, USA 8Division of Neuroscience-Based Addiction Therapy, The Shores Treatment & Recovery Center, Port Saint Lucie, FL, USA 9Institute of Psychology, Eötvös Loránd University, Budapest, Hungary 10Division of Addiction Research, Dominion Diagnostics, LLC. North Kingston, RI, USA 11Victory Nutrition International, Lederach, PA., USA 12National Human Genome Center at Howard University, Washington, DC., USA, Marjorie Gondré-Lewis, 12National Human Genome Center at Howard University, Washington, DC., USA 13Departments of Anatomy and Psychiatry, Howard University College of Medicine, Washington, DC US, Bruce Steinberg, 4Division of Applied Clinical Research & Education, Dominion Diagnostics, LLC, North Kingstown, RI, USA, Igor Elman, 15Department Psychiatry, Cooper University School of Medicine, Camden, NJ, USA, David Baron, 3Department of Psychiatry and Behavioral Sciences, Keck Medicine University of Southern California, Los Angeles, CA, USA, Edward J Modestino, 14Department of Psychology, Curry College, Milton, MA, USA, Rajendra D Badgaiyan, 15Department Psychiatry, Cooper University School of Medicine, Camden, NJ, USA, Mark S Gold 16Department of Psychiatry, Washington University, St. Louis, MO, USA, “Our evolved unique pleasure circuit makes humans different from apes: Reconsideration of data derived from animal studies”, U.S. Department of Veterans Affairs, 28 February 2018, accessed: 19 August 2020, <https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6446569/>, R.S.

**Pleasure** is not only one of the three primary reward functions but it also **defines reward.** As homeostasis explains the functions of only a limited number of rewards, the principal reason why particular stimuli, objects, events, situations, and activities are rewarding may be due to pleasure. This applies first of all to sex and to the primary homeostatic rewards of food and liquid and extends to money, taste, beauty, social encounters and nonmaterial, internally set, and intrinsic rewards. Pleasure, as the primary effect of rewards, drives the prime reward functions of learning, approach behavior, and decision making and provides the **basis for hedonic theories** of reward function. We are attracted by most rewards and exert intense efforts to obtain them, just because they are enjoyable [10]. Pleasure is a passive reaction that derives from the experience or prediction of reward and may lead to a long-lasting state of happiness. The word happiness is difficult to define. In fact, just obtaining physical pleasure may not be enough. One key to happiness involves a network of good friends. However, it is not obvious how the higher forms of satisfaction and pleasure are related to an ice cream cone, or to your team winning a sporting event. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure [14]. Pleasure as a hallmark of reward is sufficient for defining a reward, but it may not be necessary. A reward may generate positive learning and approach behavior simply because it contains substances that are essential for body function. When we are hungry, we may eat bad and unpleasant meals. A monkey who receives hundreds of small drops of water every morning in the laboratory is unlikely to feel a rush of pleasure every time it gets the 0.1 ml. Nevertheless, with these precautions in mind, we may define any stimulus, object, event, activity, or situation that has the potential to produce pleasure as a reward. In the context of reward deficiency or for disorders of addiction, homeostasis pursues pharmacological treatments: drugs to treat drug addiction, obesity, and other compulsive behaviors. The theory of allostasis suggests broader approaches - such as re-expanding the range of possible pleasures and providing opportunities to expend effort in their pursuit. [15]. It is noteworthy, the first animal studies eliciting approach behavior by electrical brain stimulation interpreted their findings as a discovery of the brain’s pleasure centers [16] which were later partly associated with midbrain dopamine neurons [17–19] despite the notorious difficulties of identifying emotions in animals. Evolutionary theories of pleasure: The love connection BO:D Charles Darwin and other biological scientists that have examined the biological evolution and its basic principles found various mechanisms that steer behavior and biological development. Besides their theory on natural selection, it was particularly the sexual selection process that gained significance in the latter context over the last century, especially when it comes to the question of what makes us “what we are,” i.e., human. However, the capacity to sexually select and evolve is not at all a human accomplishment alone or a sign of our uniqueness; yet, we humans, as it seems, are ingenious in fooling ourselves and others–when we are in love or desperately search for it. It is well established that modern biological theory conjectures that **organisms are** the **result of evolutionary competition.** In fact, Richard Dawkins stresses gene survival and propagation as the basic mechanism of life [20]. Only genes that lead to the fittest phenotype will make it. It is noteworthy that the phenotype is selected based on behavior that maximizes gene propagation. To do so, the phenotype must survive and generate offspring, and be better at it than its competitors. Thus, the ultimate, distal function of rewards is to increase evolutionary fitness by ensuring the survival of the organism and reproduction. It is agreed that learning, approach, economic decisions, and positive emotions are the proximal functions through which phenotypes obtain other necessary nutrients for survival, mating, and care for offspring. Behavioral reward functions have evolved to help individuals to survive and propagate their genes. Apparently, people need to live well and long enough to reproduce. Most would agree that homo-sapiens do so by ingesting the substances that make their bodies function properly. For this reason, foods and drinks are rewards. Additional rewards, including those used for economic exchanges, ensure sufficient palatable food and drink supply. Mating and gene propagation is supported by powerful sexual attraction. Additional properties, like body form, augment the chance to mate and nourish and defend offspring and are therefore also rewards. Care for offspring until they can reproduce themselves helps gene propagation and is rewarding; otherwise, many believe mating is useless. According to David E Comings, as any small edge will ultimately result in evolutionary advantage [21], additional reward mechanisms like novelty seeking and exploration widen the spectrum of available rewards and thus enhance the chance for survival, reproduction, and ultimate gene propagation. These functions may help us to obtain the benefits of distant rewards that are determined by our own interests and not immediately available in the environment. Thus the distal reward function in gene propagation and evolutionary fitness defines the proximal reward functions that we see in everyday behavior. That is why foods, drinks, mates, and offspring are rewarding. There have been theories linking pleasure as a required component of health benefits salutogenesis, (salugenesis). In essence, under these terms, pleasure is described as a state or feeling of happiness and satisfaction resulting from an experience that one enjoys. Regarding pleasure, it is a double-edged sword, on the one hand, it promotes positive feelings (like mindfulness) and even better cognition, possibly through the release of dopamine [22]. But on the other hand, pleasure simultaneously encourages addiction and other negative behaviors, i.e., motivational toxicity. It is a complex neurobiological phenomenon, relying on reward circuitry or limbic activity. It is important to realize that through the “Brain Reward Cascade” (BRC) endorphin and endogenous morphinergic mechanisms may play a role [23]. While natural rewards are essential for survival and appetitive motivation leading to beneficial biological behaviors like eating, sex, and reproduction, crucial social interactions seem to further facilitate the positive effects exerted by pleasurable experiences. Indeed, experimentation with addictive drugs is capable of directly acting on reward pathways and causing deterioration of these systems promoting hypodopaminergia [24]. Most would agree that pleasurable activities can stimulate personal growth and may help to induce healthy behavioral changes, including stress management [25]. The work of Esch and Stefano [26] concerning the link between compassion and love implicate the brain reward system, and pleasure induction suggests that social contact in general, i.e., love, attachment, and compassion, can be highly effective in stress reduction, survival, and overall health. Understanding the role of neurotransmission and pleasurable states both positive and negative have been adequately studied over many decades [26–37], but comparative anatomical and neurobiological function between animals and homo sapiens appear to be required and seem to be in an infancy stage. Finding happiness is different between apes and humans As stated earlier in this expert opinion one key to happiness involves a network of good friends [38]. However, it is not entirely clear exactly how the higher forms of satisfaction and pleasure are related to a sugar rush, winning a sports event or even sky diving, all of which augment dopamine release at the reward brain site. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure. Remarkably, there are pathways for ordinary liking and pleasure, which are limited in scope as described above in this commentary. However, there are **many brain regions**, often termed hot and cold spots, that significantly **modulate** (increase or decrease) our **pleasure or** even produce **the opposite** of pleasure— that is disgust and fear [39]. One specific region of the nucleus accumbens is organized like a computer keyboard, with particular stimulus triggers in rows— producing an increase and decrease of pleasure and disgust. Moreover, the cortex has unique roles in the cognitive evaluation of our feelings of pleasure [40]. Importantly, the interplay of these multiple triggers and the higher brain centers in the prefrontal cortex are very intricate and are just being uncovered. Desire and reward centers It is surprising that many different sources of pleasure activate the same circuits between the mesocorticolimbic regions (Figure 1). Reward and desire are two aspects pleasure induction and have a very widespread, large circuit. Some part of this circuit distinguishes between desire and dread. The so-called pleasure circuitry called “REWARD” involves a well-known dopamine pathway in the mesolimbic system that can influence both pleasure and motivation. In simplest terms, the well-established mesolimbic system is a dopamine circuit for reward. It starts in the ventral tegmental area (VTA) of the midbrain and travels to the nucleus accumbens (Figure 2). It is the cornerstone target to all addictions. The VTA is encompassed with neurons using glutamate, GABA, and dopamine. The nucleus accumbens (NAc) is located within the ventral striatum and is divided into two sub-regions—the motor and limbic regions associated with its core and shell, respectively. The NAc has spiny neurons that receive dopamine from the VTA and glutamate (a dopamine driver) from the hippocampus, amygdala and medial prefrontal cortex. Subsequently, the NAc projects GABA signals to an area termed the ventral pallidum (VP). The region is a relay station in the limbic loop of the basal ganglia, critical for motivation, behavior, emotions and the “Feel Good” response. This defined system of the brain is involved in all addictions –substance, and non –substance related. In 1995, our laboratory coined the term “Reward Deficiency Syndrome” (RDS) to describe genetic and epigenetic induced hypodopaminergia in the “Brain Reward Cascade” that contribute to addiction and compulsive behaviors [3,6,41]. Furthermore, ordinary “liking” of something, or pure pleasure, is represented by small regions mainly in the limbic system (old reptilian part of the brain). These may be part of larger neural circuits. In Latin, hedus is the term for “sweet”; and in Greek, hodone is the term for “pleasure.” Thus, the word Hedonic is now referring to various subcomponents of pleasure: some associated with purely sensory and others with more complex emotions involving morals, aesthetics, and social interactions. The capacity to have pleasure is part of being healthy and may even extend life, especially if linked to optimism as a dopaminergic response [42]. Psychiatric illness often includes symptoms of an abnormal inability to experience pleasure, referred to as anhedonia. A negative feeling state is called dysphoria, which can consist of many emotions such as pain, depression, anxiety, fear, and disgust. Previously many scientists used animal research to uncover the complex mechanisms of pleasure, liking, motivation and even emotions like panic and fear, as discussed above [43]. However, as a significant amount of related research about the specific brain regions of pleasure/reward circuitry has been derived from invasive studies of animals, these cannot be directly compared with subjective states experienced by humans. In an attempt to resolve the controversy regarding the causal contributions of mesolimbic dopamine systems to reward, we have previously evaluated the three-main competing explanatory categories: “liking,” “learning,” and “wanting” [3]. That is, dopamine may mediate (a) liking: the hedonic impact of reward, (b) learning: learned predictions about rewarding effects, or (c) wanting: the pursuit of rewards by attributing incentive salience to reward-related stimuli [44]. We have evaluated these hypotheses, especially as they relate to the RDS, and we find that the incentive salience or “wanting” hypothesis of dopaminergic functioning is supported by a majority of the scientific evidence. Various neuroimaging studies have shown that anticipated behaviors such as sex and gaming, delicious foods and drugs of abuse all affect brain regions associated with reward networks, and may not be unidirectional. Drugs of abuse enhance dopamine signaling which sensitizes mesolimbic brain mechanisms that apparently evolved explicitly to attribute incentive salience to various rewards [45]. Addictive substances are voluntarily self-administered, and they enhance (directly or indirectly) dopaminergic synaptic function in the NAc. This activation of the brain reward networks (producing the ecstatic “high” that users seek). Although these circuits were initially thought to encode a set point of hedonic tone, it is now being considered to be far more complicated in function, also encoding attention, reward expectancy, disconfirmation of reward expectancy, and incentive motivation [46]. The argument about addiction as a disease may be confused with a predisposition to substance and nonsubstance rewards relative to the extreme effect of drugs of abuse on brain neurochemistry. The former sets up an individual to be at high risk through both genetic polymorphisms in reward genes as well as harmful epigenetic insult. Some Psychologists, even with all the data, still infer that addiction is not a disease [47]. Elevated stress levels, together with polymorphisms (genetic variations) of various dopaminergic genes and the genes related to other neurotransmitters (and their genetic variants), and may have an additive effect on vulnerability to various addictions [48]. In this regard, Vanyukov, et al. [48] suggested based on review that whereas the gateway hypothesis does not specify mechanistic connections between “stages,” and does not extend to the risks for addictions the concept of common liability to addictions may be more parsimonious. The latter theory is grounded in genetic theory and supported by data identifying common sources of variation in the risk for specific addictions (e.g., RDS). This commonality has identifiable neurobiological substrate and plausible evolutionary explanations. Over many years the controversy of dopamine involvement in especially “pleasure” has led to confusion concerning separating motivation from actual pleasure (wanting versus liking) [49]. We take the position that animal studies cannot provide real clinical information as described by self-reports in humans. As mentioned earlier and in the abstract, on November 23rd, 2017, evidence for our concerns was discovered [50] In essence, although nonhuman primate brains are similar to our own, the disparity between other primates and those of human cognitive abilities tells us that surface similarity is not the whole story. Sousa et al. [50] small case found various differentially expressed genes, to associate with pleasure related systems. Furthermore, the dopaminergic interneurons located in the human neocortex were absent from the neocortex of nonhuman African apes. Such differences in neuronal transcriptional programs may underlie a variety of neurodevelopmental disorders. In simpler terms, the system controls the production of dopamine, a chemical messenger that plays a significant role in pleasure and rewards. The senior author, Dr. Nenad Sestan from Yale, stated: “Humans have evolved a dopamine system that is different than the one in chimpanzees.” This may explain why the behavior of humans is so unique from that of non-human primates, even though our brains are so surprisingly similar, Sestan said: “It might also shed light on why people are vulnerable to mental disorders such as autism (possibly even addiction).” Remarkably, this research finding emerged from an extensive, multicenter collaboration to compare the brains across several species. These researchers examined 247 specimens of neural tissue from six humans, five chimpanzees, and five macaque monkeys. Moreover, these investigators analyzed which genes were turned on or off in 16 regions of the brain. While the differences among species were subtle, **there was** a **remarkable contrast in** the **neocortices**, specifically in an area of the brain that is much more developed in humans than in chimpanzees. In fact, these researchers found that a gene called tyrosine hydroxylase (TH) for the enzyme, responsible for the production of dopamine, was expressed in the neocortex of humans, but not chimpanzees. As discussed earlier, dopamine is best known for its essential role within the brain’s reward system; the very system that responds to everything from sex, to gambling, to food, and to addictive drugs. However, dopamine also assists in regulating emotional responses, memory, and movement. Notably, abnormal dopamine levels have been linked to disorders including Parkinson’s, schizophrenia and spectrum disorders such as autism and addiction or RDS. Nora Volkow, the director of NIDA, pointed out that one alluring possibility is that the neurotransmitter dopamine plays a substantial role in humans’ ability to pursue various rewards that are perhaps months or even years away in the future. This same idea has been suggested by Dr. Robert Sapolsky, a professor of biology and neurology at Stanford University. Dr. Sapolsky cited evidence that dopamine levels rise dramatically in humans when we anticipate potential rewards that are uncertain and even far off in our futures, such as retirement or even the possible alterlife. This may explain what often motivates people to work for things that have no apparent short-term benefit [51]. In similar work, Volkow and Bale [52] proposed a model in which dopamine can favor NOW processes through phasic signaling in reward circuits or LATER processes through tonic signaling in control circuits. Specifically, they suggest that through its modulation of the orbitofrontal cortex, which processes salience attribution, dopamine also enables shilting from NOW to LATER, while its modulation of the insula, which processes interoceptive information, influences the probability of selecting NOW versus LATER actions based on an individual’s physiological state. This hypothesis further supports the concept that disruptions along these circuits contribute to diverse pathologies, including obesity and addiction or RDS.

#### The standard is maximizing expected well-being. Prefer:

#### [1] Actor spec: util is the best for governments, which is the actor in the rez – multiple warrants – a] Governments must aggregate since every policy benefits some and harms others, which also means side constraints freeze action d] Actor-spec comes first since different agents have different ethical standings. Takes out util calc indicts since they’re empirically denied and link turns them because the alt would be no action.

#### [2] No calc indicts – a] no philosophy actually says that consequences don’t matter at all since otherwise it would indict every theory since they use causal events for ethics b] they’re blippy nibs that set us at a disadvantage since they only have to win one while we have to beat them all – kills fairness c] winning hedonism proves we’re the only one with impacts to it so a risk of offense is sufficient

#### [3] Extinction outweighs under any framework

Pummer 15 [Theron, Junior Research Fellow in Philosophy at St. Anne's College, University of Oxford. “Moral Agreement on Saving the World” Practical Ethics, University of Oxford. May 18, 2015] AT

There appears to be lot of disagreement in moral philosophy. Whether these many apparent disagreements are deep and irresolvable, I believe there is at least one thing it is reasonable to agree on right now, whatever general moral view we adopt: that it is very important to reduce the risk that all intelligent beings on this planet are eliminated by an enormous catastrophe, such as a nuclear war. How we might in fact try to reduce such existential risks is discussed elsewhere. My claim here is only that we – whether we’re consequentialists, deontologists, or virtue ethicists – should all agree that we should try to save the world. According to consequentialism, we should maximize the good, where this is taken to be the goodness, from an impartial perspective, of outcomes. Clearly one thing that makes an outcome good is that the people in it are doing well. There is little disagreement here. If the happiness or well-being of possible future people is just as important as that of people who already exist, and if they would have good lives, it is not hard to see how reducing existential risk is easily the most important thing in the whole world. This is for the familiar reason that there are so many people who could exist in the future – there are trillions upon trillions… upon trillions. There are so many possible future people that reducing existential risk is arguably the most important thing in the world, even if the well-being of these possible people were given only 0.001% as much weight as that of existing people. Even on a wholly person-affecting view – according to which there’s nothing (apart from effects on existing people) to be said in favor of creating happy people – the case for reducing existential risk is very strong. As noted in this seminal paper, this case is strengthened by the fact that there’s a good chance that many existing people will, with the aid of life-extension technology, live very long and very high quality lives. You might think what I have just argued applies to consequentialists only. There is a tendency to assume that, if an argument appeals to consequentialist considerations (the goodness of outcomes), it is irrelevant to non-consequentialists. But that is a huge mistake. Non-consequentialism is the view that there’s more that determines rightness than the goodness of consequences or outcomes; it is not the view that the latter don’t matter. Even John Rawls wrote, “All ethical doctrines worth our attention take consequences into account in judging rightness. One which did not would simply be irrational, crazy.” Minimally plausible versions of deontology and virtue ethics must be concerned in part with promoting the good, from an impartial point of view. They’d thus imply very strong reasons to reduce existential risk, at least when this doesn’t significantly involve doing harm to others or damaging one’s character. What’s even more surprising, perhaps, is that even if our own good (or that of those near and dear to us) has much greater weight than goodness from the impartial “point of view of the universe,” indeed even if the latter is entirely morally irrelevant, we may nonetheless have very strong reasons to reduce existential risk. Even egoism, the view that each agent should maximize her own good, might imply strong reasons to reduce existential risk. It will depend, among other things, on what one’s own good consists in. If well-being consisted in pleasure only, it is somewhat harder to argue that egoism would imply strong reasons to reduce existential risk – perhaps we could argue that one would maximize her expected hedonic well-being by funding life extension technology or by having herself cryogenically frozen at the time of her bodily death as well as giving money to reduce existential risk (so that there is a world for her to live in!). I am not sure, however, how strong the reasons to do this would be. But views which imply that, if I don’t care about other people, I have no or very little reason to help them are not even minimally plausible views (in addition to hedonistic egoism, I here have in mind views that imply that one has no reason to perform an act unless one actually desires to do that act). To be minimally plausible, egoism will need to be paired with a more sophisticated account of well-being. To see this, it is enough to consider, as Plato did, the possibility of a ring of invisibility – suppose that, while wearing it, Ayn could derive some pleasure by helping the poor, but instead could derive just a bit more by severely harming them. Hedonistic egoism would absurdly imply she should do the latter. To avoid this implication, egoists would need to build something like the meaningfulness of a life into well-being, in some robust way, where this would to a significant extent be a function of other-regarding concerns (see chapter 12 of this classic intro to ethics). But once these elements are included, we can (roughly, as above) argue that this sort of egoism will imply strong reasons to reduce existential risk. Add to all of this Samuel Scheffler’s recent intriguing arguments (quick podcast version available here) that most of what makes our lives go well would be undermined if there were no future generations of intelligent persons. On his view, my life would contain vastly less well-being if (say) a year after my death the world came to an end. So obviously if Scheffler were right I’d have very strong reason to reduce existential risk. We should also take into account moral uncertainty. What is it reasonable for one to do, when one is uncertain not (only) about the empirical facts, but also about the moral facts? I’ve just argued that there’s agreement among minimally plausible ethical views that we have strong reason to reduce existential risk – not only consequentialists, but also deontologists, virtue ethicists, and sophisticated egoists should agree. But even those (hedonistic egoists) who disagree should have a significant level of confidence that they are mistaken, and that one of the above views is correct. Even if they were 90% sure that their view is the correct one (and 10% sure that one of these other ones is correct), they would have pretty strong reason, from the standpoint of moral uncertainty, to reduce existential risk. Perhaps most disturbingly still, even if we are only 1% sure that the well-being of possible future people matters, it is at least arguable that, from the standpoint of moral uncertainty, reducing existential risk is the most important thing in the world. Again, this is largely for the reason that there are so many people who could exist in the future – there are trillions upon trillions… upon trillions. (For more on this and other related issues, see this excellent dissertation). Of course, it is uncertain whether these untold trillions would, in general, have good lives. It’s possible they’ll be miserable. It is enough for my claim that there is moral agreement in the relevant sense if, at least given certain empirical claims about what future lives would most likely be like, all minimally plausible moral views would converge on the conclusion that we should try to save the world. While there are some non-crazy views that place significantly greater moral weight on avoiding suffering than on promoting happiness, for reasons others have offered (and for independent reasons I won’t get into here unless requested to), they nonetheless seem to be fairly implausible views. And even if things did not go well for our ancestors, I am optimistic that they will overall go fantastically well for our descendants, if we allow them to. I suspect that most of us alive today – at least those of us not suffering from extreme illness or poverty – have lives that are well worth living, and that things will continue to improve. Derek Parfit, whose work has emphasized future generations as well as agreement in ethics, described our situation clearly and accurately: “We live during the hinge of history. Given the scientific and technological discoveries of the last two centuries, the world has never changed as fast. We shall soon have even greater powers to transform, not only our surroundings, but ourselves and our successors. If we act wisely in the next few centuries, humanity will survive its most dangerous and decisive period. Our descendants could, if necessary, go elsewhere, spreading through this galaxy…. Our descendants might, I believe, make the further future very good. But that good future may also depend in part on us. If our selfish recklessness ends human history, we would be acting very wrongly.” (From chapter 36 of On What Matters)

#### [4] Physicalism is true and leads to util – ignore non-material circumstances.

Papineau 9 Papineau, David, "Naturalism", The Stanford Encyclopedia of Philosophy (Spring 2009 Edition), Edward N. Zalta (ed.), URL = <http://plato.stanford.edu/archives/spr2009/entries/naturalism/>.

In the middle of the nineteenth century the conservation of kinetic plus potential energy came to be accepted as a basic principle of physics (Elkana 1974). In itself this does not rule out distinct mental or vital forces, for there is no reason why such forces should not be ‘conservative’, operating in such a way as to compensate losses of kinetic energy by gains in potential energy and vice versa. (The term ‘nervous energy’ is a relic of the widespread late nineteenth-century assumption that mental processes store up a species of potential energy that is then released in action.) However, the **conservation of energy** does **imply**  that any such special forces must be governed by strict **deterministic laws:** if mental or vital forces arose spontaneously, then there would be nothing to **ensure** that they never led to energy increases. During the course of the twentieth century received scientific opinion became even more restrictive about possible causes of physical effects, and came to reject sui generis mental or vital causes, even of a law-governed and predictable kind. Detailed physiological research, especially into nerve cells, gave no indication of any physical effects that cannot be explained in terms of basic physical forces **that** also **occur outside** living bodies. By the middle of the twentieth century, belief in sui generis mental or vital forces had become a minority view. **This led to** the widespread acceptance of the doctrine now known as the‘causal closure’or the ‘causal completeness’ of the physical realm, according to which **all** physical **effects** **can be accounted for by** basicphysical causes (where ‘physical’ can be understood as referring to some list of fundamental forces) non-physical causes of physical effects. As a result, the default philosophical view was a non-naturalist interactive pluralism which recognized a wide range of such non-physical influences, including spontaneous mental influences (or ‘determinations of the soul’ as they would then have been called). The nineteenth-century discovery of the conservation of energy continued to allow that sui generis non-physical forces can interact with the physical world, but required that they be governed by strict force laws. This gave rise to an initial wave of naturalist doctrines around the beginning of the twentieth century. Sui generis mental forces were still widely accepted, but an extensive philosophical debate about the significance of the conservation of energy led to a widespread recognition that any such mental forces would need to be law-governed and thus amenable to scientific investigation along with more familiar physical forces.[5] By the middle of the twentieth century, the acceptance of the casual closure of the physical realm led to even stronger naturalist views. The causal closure thesis implies that any **mental** and biological causes **must** themselves **be physical**ly constituted**, if they are to produce** physical **effects.** It thus gives rise to a particularly strong form ofontological naturalism, namely the physicalist doctrine that any state that has physical effects must itself be physical. From the 1950s onwards, philosophers began to formulate arguments for ontological physicalism. Some of these arguments appealed explicitly to the causal closure of the physical realm (Feigl 1958, Oppenheim and Putnam 1958). In other cases, the reliance on causal closure lay below the surface. However, it is not hard to see that even in these latter cases the causal closure thesis played a crucial role. Thus, for example, consider J.J.C. Smart's (1958) thought that we should identify mental states with brain states, for otherwise those mental states would be "nomological danglers" which play no role in the explanation of behaviour. Or take David Lewis's (1966) and David Armstrong's (1968) argument that, since mental states are picked out by their causal roles, and since we know that physical states play these roles, mental states must be identical with those physical states. Again, consider Donald Davidson's (1970) argument that, since the only laws governing behaviour are those connecting behaviour with physical antecedents, mental events can only be causes of behaviour if they are identical with those physical antecedents. At first sight, it may not be obvious that these arguments require the causal closure thesis. But a moment's thought will show that none of these arguments would remain cogent if the closure thesis were not true, and that some physical effects (the movement of matter in arms, perhaps, or the firings of the motor neurones which instigate those movements) were not determined by prior physical causes at all, but by sui generis mental causes. Sometimes it is suggested that the indeterminism of modern quantum mechanics creates room for sui generis non-physical causes to influence the physical world. However, even if quantum mechanics implies that some physical effects are themselves undetermined, it provides no reason to doubt a quantum version of the causal closure thesis, to the effect that the chances of those effects are fully fixed by prior physical circumstances. And this alone is enough to rule out sui generis non-physical causes. For such sui generis causes, if they are to be genuinely efficiacious, must presumably make an independent difference to the chances of physical effects, and this in itself would be inconsistent with the quantum causal closure claim that such chances are already fixed by prior physical circumstances. Once more, it seems that anything that makes a difference to the physical realm must itself be physical. Even if it is agreed that anything with physical effects must in some sense be physical, there is plenty of room to debate exactly what ontologically naturalist doctrines follow. The causal closure thesis says that (the chance of) every physical effect is fixed by a fully physical prior history. So, to avoid an unacceptable proliferation of causes, any prima facie non-physical cause of a physical effect will need to be included in that physical history. But what exactly does this require? The contemporary literature offers a wide range of answers to this question. In part the issue hinges on the ontological status of causes. Some philosophers think of causes as particular events, considered in abstraction from any properties they may possess (Davidson 1980). Given this view of causation, a mental or other apparently non-physical cause will be the same as some physical cause as long as it is constituted by the same particular (or ‘token’) event. For example, a given feeling and a given brain event will count as the same cause as long as they are constituted by the same token event. However, it is widely agreed that this kind of ‘token identity’ on its own fails to ensure that prima facie non-physical causes can make any real difference to physical effects. To see why, note that token identity is a very weak doctrine: it does not imply any relationship at all between the properties involved in the physical and non-physical cause; it is enough that the same particular entity should possess both these properties. Compare the way in which an apple's shape and colour are both possessed by the same particular thing, namely that apple. It seems wrong to conclude on this account that the apple's colour causes what its shape causes. Similarly, it seems unwarranted to conclude that someone's feelings cause what that person's neuronal discharges cause, simply on the grounds that these are both aspects of the same particular event. This could be true, and yet the mental property of the event could be entirely irrelevant to any subsequent physical effects. Token identity on its own thus seems to leave it open that the mental and other prima facie non-physical properties are ‘epiphenomenal’, exerting no real influence on effects that are already fixed by physical processes (Honderich 1982, Yalowitz 2006 Section 6, Robb and Heil 2005 Section 5). These considerations argue that causation depends on properties as well as particulars. There are various accounts of causation that respect this requirement, the differences between which do not matter for present purposes. The important point is that, if mental and other prima facie non-physical causes are to be equated with physical causes, [any] non-physical properties must somehow be constituted by physical properties. If your anger is to cause what your brain state causes, the property of being angry cannot be ontologically independent of the relevant brain properties. So much is agreed by nearly all contemporary naturalists. At this point, however, consensus ends. One school holds that epiphenomenalism can only be avoided by type-identity, the strict identity of the relevant prima facie non-physical properties with physical properties. On the other side stand ‘non-reductive’ physicalists, who hold that the causal efficacy of non-physical properties will be respected as long as they are ‘realized by’ physical properties, even if they are not reductively identified with them. Type-identity is the most obvious way to ensure that non-physical and physical causes coincide: if exactly the same particulars and properties comprise a non-physical and a physical cause, the two causes will certainly themselves be fully identical. Still, type-identity is a very strong doctrine. Type identity about thoughts, for example, would imply that the property of thinking about the square root of two is identical with some physical property. And this seems highly implausible. Even if all human beings with this thought must be distinguished by some common physical property of their brains—which itself seems highly unlikely—there remains the argument that other life-forms, or intelligent androids, will also be able to think about the square root of two, even though their brains may share no significant physical properties with ours (cf. Bickle 2006). This ‘variable realization’ argument has led many philosophers to seek an alternative way of reconciling the efficacy of non-physical causes with the causal closure thesis, one which does not require the strict identity of non-physical and physical properties. The general idea of this ‘non-reductive physicalism’ is to allow that a given non-physical property can be ‘realized’ by different physical properties in different cases. There are various ways of filling out this idea. A common feature is the requirement that non-physical properties should metaphysically supervene on physical properties, in the sense that any two beings who share all physical properties will necessarily share the same non-physical properties, even though the physical properties which so realize the non-physical ones can be different in different beings. This arguably ensures that nothing more is required for any specific instantiation of a non-physical property than its physical realization—even God could not have created your brain states without thereby creating your feelings—yet avoids any reductive identification of non-physical properties with physical ones. (This is a rough sketch of the supervenience formulation of physicalism. For more see Stoljar 2001 Sections 2 and 3.) Some philosophers object that non-reductive physicalism does not in fact satisfy the original motivation for physicalism, since it fails to reconcile the efficacy of non-physical causes with the causal closure thesis (Kim 1993. Robb and Heil 2005 Section 6). According to non-reductive physicalism, prima facie non-physical properties are not type-identical with any strictly physical properties, even though they supervene on them. However, if causes are in some way property-involving, this then seems to imply that any prima facie non-physical cause will be distinct from any physical cause. Opponents of non-reductive physicalism object that this gives us an unacceptable proliferation of causes for the physical effects of non-physical causes—both the physical cause implied by the causal closure thesis and the distinct non-physical cause. In response, advocates of non-reductive physicalism respond that there is nothing wrong with such an apparent duplication of causes if it is also specified that the latter metaphysically supervene on the former. The issue here hinges on the acceptability of different kinds of overdetermination (Bennett 2003). All can agree that it would be absurd if the physical effects of non-physical causes always had two completely independent causes. This much was assumed by the original causal argument for physicalism, which reasoned that no sui generis non-physical state of affairs can cause some effect that already has a full physical cause. However, even if ‘strong overdetermination’ by two ontologically independent causes is so ruled out, this does not necessarily preclude ‘weak overdetermination’ by both a physical cause and a metaphysically supervenient non-physical cause. Advocates of non-reductive physicalism argue that this kind of overdetermination is benign, on the grounds that the two causes are not ontologically distinct—the non-physical cause isn't genuinely additional to the physical cause (nothing more is needed for your feelings than your brain states). There is room to query whether non-reductive physicalism amounts to a substantial form of naturalism. After all, the requirement that some category of properties metaphysically supervenes on physical properties is not a strong one. A very wide range of properties would seem intuitively to satisfy this requirement, including moral and aesthetic properties, along with any mental, biological, and social properties. (Can two physically identical things be different with respect to wickedness or beauty?) Supervenience on the physical realm is thus a far weaker requirement than that some property should enter into natural laws, say, or be analysable by the methods of the natural sciences. Indeed some philosophers are explicitly anti-naturalist about categories that they allow to supervene on the physical—we need only think of G.E. Moore on moral properties, or Donald Davidson and his followers on mental properties (Moore 1903, Davidson 1980). In response, those of naturalist sympathies are likely to point out that any viable response to the argument from causal closure will require more than metaphysical supervenience alone (Horgan 1993, Wilson 1999). Supervenience is at least necessary, if non-reductive physicalists are to avoid the absurdity of strong overdetermination. But something more than mere supervenience is arguably needed if non-reductive physicalists are to make good their claim that non-physical states cause the physical effects that their realizers cause. Metaphysical supervenience alone does not ensure this. (Suppose ricketiness, in a car, is defined as the property of having some loose part. Then ricketiness will supervene on physical properties. In a given car, it may be realized by a disconnected wire between ignition and starter motor.This disconnected wire will cause this car not to start. But it doesn't follow that this car's then not starting will be caused by its property of ricketiness. Most rickety cars start perfectly well.) So it looks as if the causal closure argument requires not only that non-physical properties metaphysically supervene on physical properties, but that they be natural in some stronger sense, so as to qualify as causes of those properties' effects. It is a much-discussed issue how this demand can be satisfied. Some philosophers seek to meet it by offering a further account of the nature of the relevant non-physical properties, for example, that they are second-order role properties whose presence is constituted by some first-order property with a specified causal role (Levin 2004). Others suggest that the crucial feature is how these properties feature in certain laws (Fodor 1974) or alternatively the degree of their explanatory relevance to physical effects (Yablo 1992). And reductive physicalists will insist that the demand can only be met by type-identifying prima-facie non-physical properties with physical properties after all.[6] There is no agreed view on the requirements for prima facie non-physical properties to have physical effects. This difficult issue hinges, inter alia, on the nature of the causal relation itself, and it would take us too far afield to pursue it further here. For the purpose of this entry, we need only note that the causal closure argument seems to require that properties with physical effects must be ‘natural’ in some sense that is stronger than metaphysical supervenience on physical properties. Beyond that, we can leave it open exactly what this extra strength requires. Some philosophers hold that mental states escape the causal argument, on the grounds that mental states cause actions rather than any physical effects. Actions are not part of the subject matter of the physical sciences, and so a fortiori not the kinds of effects guaranteed to have physical causes by any casual closure thesis. So there is no reason, according to this line of thought, to suppose that the status of mental states as causes of actions is threatened by physics, nor therefore any reason to think that mental states must in some sense be realized by physical states (Hornsby 1997, Sturgeon 1998). The obvious problem with this line of argument is that actions aren't the only effects of mental states. On occasion mental states also cause unequivocally physical effects. Fast Eddie Felsen's desire to move a pool ball in a certain direction will characteristically have just that effect. And now the causal closure argument bites once more. The snooker ball's motion has a purely physical cause, by the causal closure thesis. This will pre-empt Fast Eddie's desire as a cause of that motion, unless that desire is in some sense physically realized (Balog 1999, Witmer 2000). Other philosophers have a different reason for saying that mental states, or more particularly conscious mental states, don't have physical effects. They think that there are strong independent arguments to show that conscious states can't possibly supervene metaphysically on physical states. Putting this together with the closure claim that physical effects always have physical causes, and abjuring the idea that the physical effects of conscious causes are strongly overdetermined by both a physical cause and an ontologically independent conscious cause, they conclude that conscious states must be ‘epiphenomenal’, lacking any power to causally influence the physical realm (Jackson 1981; 1985. See also Chalmers 1995).[7] The rejection of physicalism about conscious properties certainly has the backing of intuition. (Don't zombies—beings who are physically exactly like humans but have no conscious life—seem intuitively possible?) However, whether this intuition can be parlayed into a sound argument is a highly controversial issue, and one that lies beyond the scope of this entry. A majority of contemporary philosophers probably hold that physicalism can resist these arguments. But a significant minority take the other side.[8] If the majority are right, and physicalism about conscious states is not ruled out by independent arguments, then physicalism seems clearly preferable to epiphenomenalism. In itself, epiphenomenalism is not an attractive position. It requires us to suppose that conscious states, even though they are caused by processes in the physical world, have no effects on that world. This is a very odd kind of causal structure. Nature displays no other examples of such one-way causal intercourse between realms. By contrast, a physicalist **naturalism** about conscious states will **integrate the mental** realm **with** the causal unfolding of the spatiotemporalworld in an entirely familiar way. Given this, general principles of theory choice would seem to argue strongly for physicalism over epiphenomenalism.[9] If we focus on this last point, we may start wondering why the causal closure thesis is so important. If general principles of theory choice can justify physicalism, why bring in all the complications associated with causal closure? The answer is that causal closure is needed to rule out interactionist dualism. General principles of theory choice may dismiss epiphenomenalism in favour of physicalism, but they do not similarly discredit interactionist dualism. As the brief historical sketch earlier will have made clear, interactionist dualism offers a perfectly straightforward theoretical option requiring no commitment to any bizarre causal structures. Certainly the historical norm has been to regard it as the default account of the causal role of the mental realm.[10] Given this, arguments from theoretical simplicity cut no ice against interactionist dualism. Rather, the case against interactionist dualism hinges crucially on the empirical thesis that all physical effects already have physical causes. It is specifically this claim that makes it difficult to see how dualist states can make a causal difference to the physical world. It is sometimes suggested that physicalism about the mind can be vindicated by an ‘inference to the best explanation’. The thought here is that there are many well-established synchronic correlations between mental states and brain states, and that physicalism is a ‘better explanation’ of these correlations than epiphenomenalism (Hill 1991, Hill and McLaughlin 1999). From the perspective outlined here, this starts the argument in the middle rather than the beginning, by simply assuming the relevant mind-brain correlations. This assumption of pervasive synchronic mind-brain correlations is only plausible if interactionist dualism has already been ruled out. After all, if we believed interactionist dualism, then we wouldn't think dualist mental states needed any help from synchronic neural correlates to produce physical effects. And it is implausible to suppose that we have direct empirical evidence, prior to the rejection of interactive dualism, for pervasive mind-brain correlations, given the paucity of any explicit examples of well-established neural correlates for specific mental states. Rather our rationale for believing in such correlations must be that the causal closure of the physical realm eliminates interactive dualism, whence we infer that mental states can only systematically precede physical effects if they are correlated with the physical causes of those effects. G.E. Moore's famous ‘open question’ argument is designed to show that moral facts cannot possibly be identical to natural facts. Suppose the natural properties of some situation are completely specified. It will always remain an open question, argued Moore, whether that situation is morally good or bad. (Moore 1903.) Moore took this argument to show that moral facts comprise a distinct species of non-natural fact. However, any such non-naturalist view of morality faces immediate difficulties, deriving ultimately from the kind of causal closure thesis discussed above. If all physical effects are due to a limited range of natural causes, and if moral facts lie outside this range, then it follow that moral facts can never make any difference to what happens in the physical world (Harman, 1986). At first sight this may seem tolerable (perhaps moral facts indeed don't have any physical effects). But it has very awkward epistemological consequences. For beings like us, knowledge of the spatiotemporal world is mediated by physical processes involving our sense organs and cognitive systems. **If moral facts cannot influence the physical world,** then it is hard to see how we **can have** any **knowledge of them.**

## 3

#### Their scholarship is bad and a reason to lose the round—their author endorsed pedophilia and actively advocated against the age of consent law.

Doezema 18 [Marie Doezema (Parisian Journalist). “France, Where Age of Consent Is Up for Debate.” The Atlantic, 10 March 2018. https://www.theatlantic.com/international/archive/2018/03/frances-existential-crisis-over-sexual-harassment-laws/550700/ //WWDH]

After May 1968, French intellectuals would challenge the state’s authority to protect minors from sexual abuse. In one prominent example, on January 26, 1977, Le Monde, a French newspaper, published a petition signed by the era’s most prominent intellectuals—including Jean-Paul Sartre, Simone de Beauvoir, Gilles Deleuze, Roland Barthes, Philippe Sollers, André Glucksmann and Louis Aragon—in defense of three men on trial for engaging in sexual acts with minors. “French law recognizes in 13- and 14-year-olds a capacity for discernment that it can judge and punish,” the petition stated, “But it rejects such a capacity when the child's emotional and sexual life is concerned.” Furthermore, the signatories argued, children and adolescents have the right to a sexual life: “If a 13-year-old girl has the right to take the pill, what is it for?” It’s unclear what impact, if any, the petition had. The defendants were sentenced to five years in prison, but did not serve their full sentences.

#### Comes first:

#### [1] Reversibility: once oppressive rhetoric is used it cannot be taken back

#### [2] Norm setting: we are part of a larger debate community with extensive norms – letting bad discourse be rampant kills the community

**[3] Competition: debate is an educational competition with no place for offensive rhetoric – that kills access to the lasting benefit debate provides**

## Case