## 1

#### Permissibility and presumption negate – [a] the resolution indicates the aff has to prove an obligation, and permissibility would deny the existence of an obligation [b] Statements are more often false than true because any part can be false. This means you negate if there is no offense because the resolution is probably false.

#### Ethics must begin a priori:

#### [1] Uncertainty – our experiences are inaccessible to others which allows people to say they don’t experience the same, however a priori principles are universally applied to all agents.

#### [2] Bindingness – I can keep asking “why should I follow this” which results in skep since obligations are predicated on ignorantly accepting rules. Only reason solves since asking “why reason?” requires reason which concedes its authority and equally proves agency as constitutive

#### That means we must universally will maxims— any non-universalizable norm justifies someone’s ability to impede on your ends.

#### Thus, the standard is consistency with the categorical imperative.

#### Prefer the standard: [a] freedom is the key to the process of justification of arguments. Willing that we should abide by their ethical theory presupposes that we own ourselves in the first place. Thus, it is logically incoherent to justify the neg standard without first willing that we can pursue ends free from others

#### Negate:

#### [1] A model of freedom mandates a market-oriented approach to space—that negates

Broker 20 [(Tyler, work has been published in the Gonzaga Law Review, the Albany Law Review and the University of Memphis Law Review.) “Space Law Can Only Be Libertarian Minded,” Above the Law, 1-14-20, <https://abovethelaw.com/2020/01/space-law-can-only-be-libertarian-minded/>] TDI

The impact on human daily life from a transition to the virtually unlimited resource reality of space cannot be overstated. However, when it comes to the law, a minimalist, dare I say libertarian, approach appears as the only applicable system. In the words of NASA, “2020 promises to be a big year for space exploration.” Yet, as Rand Simberg points out in Reason magazine, it is actually private American investment that is currently moving space exploration to “a pace unseen since the 1960s.” According to Simberg, due to this increase in private investment “We are now on the verge of getting affordable private access to orbit for large masses of payload and people.” The impact of that type of affordable travel into space might sound sensational to some, but in reality the benefits that space can offer are far greater than any benefit currently attributed to any major policy proposal being discussed at the national level. The sheer amount of resources available within our current reach/capabilities simply speaks for itself. However, although those new realities will, as Simberg says, “bring to the fore a lot of ideological issues that up to now were just theoretical,” I believe it will also eliminate many economic and legal distinctions we currently utilize today. For example, the sheer number of resources we can already obtain in space means that in the rapidly near future, the distinction between a nonpublic good or a public good will be rendered meaningless. In other words, because the resources available within our solar system exist in such quantities, all goods will become nonrivalrous in their consumption and nonexcludable in their distribution. This would mean government engagement in the public provision of a nonpublic good, even at the trivial level, or what Kevin Williamson defines as socialism, is rendered meaningless or impossible. In fact, in space, I fail to see how any government could even try to legally compel collectivism in the way Simberg fears. Similar to many economic distinctions, however, it appears that many laws, both the good and the bad, will also be rendered meaningless as soon as we begin to utilize the resources within our solar system. For example, if every human being is given access to the resources that allows them to replicate anything anyone else has, or replace anything “taken” from them instantly, what would be the point of theft laws? If you had virtually infinite space in which you can build what we would now call luxurious livable quarters, all without exploiting human labor or fragile Earth ecosystems when you do it, what sense would most property, employment, or commercial law make? Again, this is not a pipe dream, no matter how much our population grows for the next several millennia, the amount of resources within our solar system can sustain such an existence for every human being. Rather than panicking about the future, we should try embracing it, or at least meaningfully preparing for it. Currently, the Outer Space Treaty, or as some call it “the Magna Carta of Space,” is silent on the issue of whether private individuals or corporate entities can own territory in space. Regardless of whether governments allow it, however, private citizens are currently obtaining the ability to travel there, and if human history is any indicator, private homesteading will follow, flag or no flag. We Americans know this is how a Wild West starts, where most regulation becomes the impractical pipe dream. But again, this would be a Wild West where the exploitation of human labor and fragile Earth ecosystem makes no economic sense, where every single human can be granted access to resources that even the wealthiest among us now would envy, and where innovation and imagination become the only things we would recognize as currency. Only a libertarian-type system, that guarantees basic individual rights to life, liberty, and the pursuit of happiness could be valued and therefore human fidelity to a set of laws made possible, in such an existence.

#### [2] Banning private space appropriation inhibits the sale and use of spacecraft and fuel- that’s a form of restricting the free economic choices of individuals

**Richman 12**, Sheldon. “The free market doesn’t need government regulation.” Reason, August 5, 2012. // AHS RG

Order grows from market forces. But where do **market forces** come from? They **are the result of human action. Individuals select ends and act to achieve them by adopting suitable means.** Since means are scarce and ends are abundant, **individuals economize in order to accomplish more rather than less.** And they always seek to exchange lower values for higher values (as they see them) and never the other way around. In a world of scarcity, tradeoffs are unavoidable, so one aims to trade up rather than down. (One’s trading partner does the same.) **The result of this**, along with other **features of human action**, and the world at large **is what we call market forces. But really, it is just men and women acting rationally in the world.**

## 2

#### Asteroid mining is starting now. New legal frameworks and massive investments bring it closer than you think-but we need to focus on maintaining progress

Gilbert 4/26 Alex Gilbert, 4-26-2021, "Mining in Space Is Coming," Milken Institute Review, https://www.milkenreview.org/articles/mining-in-space-is-coming//SJJK

Space exploration is back. after decades of disappointment, a combination of better technology, falling costs and a rush of competitive energy from the private sector has put space travel front and center. indeed, many analysts (even some with their feet on the ground) believe that commercial developments in the space industry may be on the cusp of starting the largest resource rush in history: mining on the Moon, Mars and asteroids. While this may sound fantastical, some baby steps toward the goal have already been taken. Last year, NASA awarded contracts to four companies to extract small amounts of lunar regolith by 2024, effectively beginning the [era of commercial space mining](https://payneinstitute.mines.edu/wp-content/uploads/sites/149/2020/09/Payne-Institute-Commentary-The-Era-of-Commercial-Space-Mining-Begins.pdf). Whether this proves to be the dawn of a gigantic adjunct to mining on earth — and more immediately, a key to unlocking cost-effective space travel — will turn on the answers to a host of questions ranging from what resources can be efficiently. As every fan of science fiction knows, the resources of the solar system appear virtually unlimited compared to those on Earth. There are whole other planets, dozens of moons, thousands of massive asteroids and millions of small ones that doubtless contain humungous quantities of materials that are scarce and very valuable (back on Earth). Visionaries including Jeff Bezos [imagine heavy industry moving to space](https://www.fastcompany.com/90347364/jeff-bezos-wants-to-save-earth-by-moving-industry-to-space) and Earth becoming a residential area. However, as entrepreneurs look to harness the riches beyond the atmosphere, access to space resources remains tangled in the realities of economics and governance. Start with the fact that space belongs to no country, complicating traditional methods of resource allocation, property rights and trade. With limited demand for materials in space itself and the need for huge amounts of energy to return materials to Earth, creating a viable industry will turn on major advances in technology, finance and business models. That said, there’s no grass growing under potential pioneers’ feet. Potential economic, scientific and even security benefits underlie an emerging [geopolitical competition](https://nationalinterest.org/feature/geostrategic-importance-outer-space-resources-154746) to pursue space mining. The United States is rapidly emerging as a front-runner, in part due to its ambitious Artemis Program to lead a multinational consortium back to the Moon. But it is also a leader in creating a legal infrastructure for mineral exploitation. The United States has adopted the world’s first spaceresources law, recognizing the property rights of private companies and individuals to materials gathered in space. However, the United States is hardly alone. Luxembourg and the United Arab Emirates (you read those right) are racing to codify space-resources laws of their own, hoping to attract investment to their entrepot nations with business-friendly legal frameworks. China reportedly views space-resource development as a national priority, part of a strategy to challenge U.S. economic and security primacy in space. Meanwhile, Russia, Japan, India and the European Space Agency all harbor space-mining ambitions of their own. Governing these emerging interests is an outdated treaty framework from the Cold War. Sooner rather than later, we’ll need [new agreements](https://issues.org/new-policies-needed-to-advance-space-mining/) to facilitate private investment and ensure international cooperation.

#### Prohibitions on appropriation prevent asteroid mining despite growing space industries

Myers 16 -- Ross Myers (J.D. candidate at the University of Oregon Law School.), The Doctrine of Appropriation and Asteroid Mining: Incentivizing the Private Exploration and Development of Outer Space, 2016, Oregon Review of International Law, https://scholarsbank.uoregon.edu/xmlui/bitstream/handle/1794/19850/Meyers.pdf?sequence=1 WJ

Despite a decrease in national space program funding, corporate space missions are on the rise. In 2010, President Obama proposed that NASA exit the business of flying astronauts from Earth to low Earth orbit and move it to private companies.52 Several companies have stepped up to bat, and corporate space programs now include space tourism, supply missions, and in one case a one-way colonization mission to Mars.53 Corporate interest in space tourism and development demonstrates a strong private commercial interest in space as an industry, which could serve to finance the exploration of space in a period where national governments do not have an active financial interest in space. However, under current international treaties, the ownership of asteroids is prohibited, preventing corporations willing to invest in asteroid mining from having a secure claim.

#### Asteroid Mining key to prevent terrestrial mining and solve warming.

MacWhorter 16 [Kevin; J.D. Candidate, William & Mary Law School, "Sustainable Mining: Incentivizing Asteroid Mining in the Name of Environmentalism", William & Mary Environmental Law and Policy Review, Vol 40, Issue 2, Article 11, <https://scholarship.law.wm.edu/cgi/viewcontent.cgi?referer=https://www.google.com/&httpsredir=1&article=1653&context=wmelpr>] brett

In the next sixty years, scientists predict that certain elements crucial to modern industry such as platinum, zinc, copper, phosphorous, lead, gold, and indium could be exhausted on Earth. 12 Many of these have no synthetic alternative, unlike chemical elements such as oil or diamonds.13 Liquid-crystal display (LCD) televisions, cellphones, and laptops are among the various consumer technologies that use precious metals.14Further, green technologies including wind turbines, solar panels, and catalytic converters require these rare elements. 15 As demand rises for both types of technologies, and as reserves of rare metals fall, prices skyrocket.16 Demand for nonrenewable resources creates conflict, and consumerism in rich countries results in harsh labor treatment for poorer countries.17 In general, the mining industry is extremely destructive to Earth’s environment.18 In fact, depending on the method employed, mining can destroy entire ecosystems by polluting water sources and contributing to deforestation.19 It is by its nature an unsustainable practice, because it involves the extraction of a finite and non-renewable resource.20 Moreover, by extracting tiny amounts of metals from relatively large quantities of ore, the mining industry contributes the largest portion of solid wastes in the world.21 The Environmental Protection Agency (EPA) describes the industry as the source of more toxic and hazardous waste than any other industrial sector [in the United States], costing billions of dollars to address the public health and environmental threats to communities. 22 Poor regulations and oxymoronic corporate definitions of sustainability, however, make it unclear as to just how much waste the industry actually produces.23 Platinum provides an excellent case study of the issue, because it is an extremely rare and expensive metal—an ore expected to exist in vast quantities in asteroids.24 Further, production of platinum has increased sharply in the past sixty years in order to keep up with growing demand for use in new technologies.25 In fact, despite their high costs, platinum group metals are so useful that [one] of [four] industrial goods on Earth require them in production. 26 Scholars do not expect demand to slow any time soon.27 Among other technologies, industries use platinum in products such as catalytic converters, jewelry production, various catalysts for chemical processing, and hydrogen fuel cells.28 While there is no consensus on how far the Earth’s reserves of platinum will take humanity, many scientists agree that platinum ore reserves will deplete in a relatively short amount of time.29 With the rate of mining at an all-time high,30 it is increasingly clear that historical patterns of mineral resources and development cannot simply be assumed to continue unaltered into the future. 31 The platinum mining industry, however, has a strong incentive to increase its rate of extraction as profits grow with the rate of demand. Without any alternative, this destructive practice will continue into the future.32 So-called platinum-group metal (PGM) ores are mined through underground or open cut techniques.33 Due to these practices, all but a very small fraction of the mined platinum ore is disposed of as solid waste.34 The environmental consequences of platinum production are thus quite significant, but like the mining industry in general, the amount of waste is typically under-reported.35 While this is due to high production levels at the moment, those levels will only increase given the estimated future demand of platinum.36 In spite of the negative consequences, mining continues unabated because it is economically important to many areas.37 The future environmental costs provide a major challenge in creating a sustainable system. Relegating at least some mining companies to near-Earth asteroids would reduce the negative effects of future mining levels on Earth. The economic benefits of mining need not be sacrificed for the sake of the environment.38

#### Extinction—contrary models are incorrect.

Specktor 19 [Brandon; 6/4/19; Writes about the science of everyday life for Live Science, and previously for Reader's Digest magazine, where he served as an editor for five years; "Human Civilization Will Crumble by 2050 If We Don't Stop Climate Change Now, New Paper Claims," livescience, <https://www.livescience.com/65633-climate-change-dooms-humans-by-2050.html>] Justin

The current climate crisis, they say, is larger and more complex than any humans have ever dealt with before. General climate models — like the one that the [United Nations' Panel on Climate Change](https://www.ipcc.ch/sr15/) (IPCC) used in 2018 to predict that a global temperature increase of 3.6 degrees Fahrenheit (2 degrees Celsius) could put hundreds of millions of people at risk — fail to account for the **sheer complexity of Earth's many interlinked geological processes**; as such, they fail to adequately predict the scale of the potential consequences. The truth, the authors wrote, is probably far worse than any models can fathom. How the world ends What might an accurate worst-case picture of the planet's climate-addled future actually look like, then? The authors provide one particularly grim scenario that begins with world governments "politely ignoring" the advice of scientists and the will of the public to decarbonize the economy (finding alternative energy sources), resulting in a global temperature increase 5.4 F (3 C) by the year 2050. At this point, the world's ice sheets vanish; brutal droughts kill many of the trees in the [Amazon rainforest](https://www.livescience.com/57266-amazon-river.html) (removing one of the world's largest carbon offsets); and the planet plunges into a feedback loop of ever-hotter, ever-deadlier conditions. "Thirty-five percent of the global land area, and **55 percent of the global population, are subject to more than 20 days a year of** [**lethal heat conditions**](https://www.livescience.com/55129-how-heat-waves-kill-so-quickly.html), beyond the threshold of human survivability," the authors hypothesized. Meanwhile, droughts, floods and wildfires regularly ravage the land. Nearly **one-third of the world's land surface turns to desert**. Entire **ecosystems collapse**, beginning with the **planet's coral reefs**, the **rainforest and the Arctic ice sheets.** The world's tropics are hit hardest by these new climate extremes, destroying the region's agriculture and turning more than 1 billion people into refugees. This mass movement of refugees — coupled with [shrinking coastlines](https://www.livescience.com/51990-sea-level-rise-unknowns.html) and severe drops in food and water availability — begin to **stress the fabric of the world's largest nations**, including the United States. Armed conflicts over resources, perhaps culminating in **nuclear war, are likely**. The result, according to the new paper, is "outright chaos" and perhaps "the end of human global civilization as we know it."

## 3

#### Interp: The affirmative must define “outer space” in a delimited text in the 1AC.

#### “Outer Space” is flexible and has too many interps – normal means shows no consensus

Leepuengtham 17 [Tosaporn Leepuengtham (Research Judge, Intellectual Property and International Trade Division, Supreme Court of Thailand). "International space law and its implications for outer space activities." 01-27-2017, Accessed 12-9-2021. https://www.elgaronline.com/view/9781785369612/06\_chapter1.xhtml // duongie

Those states which favor the precise demarcation of outer space support the spatial approach, whereas those who oppose to such demarcation prefer the functional approach, as the latter allows more flexibility in terms of the development of space technology.34 This lack of a definition and delimitation of outer space is problematic, since certain particular areas are neither explicitly defined as ‘air space’ or ‘outer space’. For example, it is vague whether an area located between 80 km and 120 km above sea level would be classified as either air space or outer space in the absence of demarcation, since 80 km is the maximum attitude for convention aircraft, and 120 km is the lowest attitude in which space activities could be carried out.35 Satellites which are stationed in a geostationary orbit are a good example of this ambiguity. Owing to this lack of any internationally recognized delimitation, equatorial states claim sovereignty over that part of the geostationary orbit which is located over their respective territories;36 whereas technologically developed countries believe that the geostationary orbit is an integral part of outer space.37 This uncertain status of areas leads to legal jurisdictional problems. According to international law, a state has sovereignty over the airspace above its territory.38 However, national sovereignty does not extend into outer space.39 Thus, it is necessary to determine where a state’s airspace ends to ensure that the appropriate legal regime is applied. One possible scenario which might occur and which is relevant to the subject of this book is the creation or infringement of an intellectual work is in just such an ambiguous location. This would cast doubt on the ‘legal’ location of creation or infringement, and the question of which applicable legal regime arises. Should we apply the law of the underlying state or is there no law to apply? For example, would satellite signals transmitted from a satellite stationed in a geostationary orbit located over equatorial countries be considered as works created or, if intercepted, be infringed, in outer space or in the sovereign air space of those respective countries? These hypothetical examples highlight why a boundary is necessary if unpredictability arising from different legal application is to be avoided. While it might be argued that this issue is being overemphasized at this stage, given increasing use of space technology, this problem is worth considering now rather than later.

#### Violation – you don’t.

#### Prefer –

#### 1] Stable Advocacy – they can redefine in the 1AR to wriggle out of DA’s which kills high-quality engagement and becomes two ships passing in the night –We lose access to Tech Race DA’s, Asteroid DA’s, basic case turns, and core process counter plans that have different definitions and 1NC pre-round prep.

#### 2] Real World – Policy makers will always define the entity that they are recognizing. It also means zero solvency, absent spec, private entities can circumvent since there is no delineated way to enforce the aff and means their solvency can’t actualize.

#### Fairness is a voter debate is a competitive activity that requires objective evaluation

#### Competing interps for T a] it tells the negative what they do and do not have to prepare for b] reasonability is arbitrary and incentivizes judge intervention

#### No RVIs—a] it’s your burden to be topical. Anything else chills real abuse b] forces theory debaters to bait theory and win on it every time

## Case

**Consequences fail:**

**[A] Induction fails—past experiences have no effect on causality; the proposition that the moon comes up every night is not warranted by the fact that the moon appeared in the night sky last night.**

**[B] You can’t aggregate consequences, happiness and sadness are immutable – ten headaches don’t make a migraine**

### Offense

#### Nuclear war now spurs political will for disarmament without causing extinction.

Deudney 18 [Associate Professor of Political Science at Johns Hopkins University. 03/15/2018. “The Great Debate.” The Oxford Handbook of International Security. www.oxfordhandbooks.com, doi:10.1093/oxfordhb/9780198777854.013.22] Recut Justin

Although nuclear war is the oldest of these technogenic threats to civilization and human survival, and although important steps to restraint, particularly at the end of the Cold War, have been achieved, the nuclear world is increasingly changing in major ways, and in almost entirely dangerous directions. The third “bombs away” phase of the great debate on the nuclear-political question is more consequentially divided than in the first two phases. Even more ominously, most of the momentum lies with the forces that are pulling states toward nuclear-use, and with the radical actors bent on inflicting catastrophic damage on the leading states in the international system, particularly the United States. In contrast, the arms control project, although intellectually vibrant, is largely in retreat on the world political stage. The arms control settlement of the Cold War is unraveling, and the world public is more divided and distracted than ever. With the recent election of President Donald Trump, the United States, which has played such a dominant role in nuclear politics since its scientists invented these fiendish engines, now has an impulsive and uninformed leader, boding ill for nuclear restraint and effective crisis management. Given current trends, it is prudent to assume that sooner or later, and probably sooner, nuclear weapons will again be the used in war. But this bad news may contain a “silver lining” of good news. Unlike a general nuclear war that might have occurred during the Cold War, such a nuclear event now would probably not mark the end of civilization (or of humanity), due to the great reductions in nuclear forces achieved at the end of the Cold War. Furthermore, politics on “the day after” could have immense potential for positive change. The survivors would not be likely to envy the dead, but would surely have a greatly renewed resolution for “never again.” Such an event, completely unpredictable in its particulars, would unambiguously put the nuclear-political question back at the top of the world political agenda. It would unmistakeably remind leading states of their vulnerability It might also trigger more robust efforts to achieve the global regulation of nuclear capability. Like the bombings of Hiroshima and Nagasaki that did so much to catalyze the elevated concern for nuclear security in the early Cold War, and like the experience “at the brink” in the Cuban Missile Crisis of 1962, the now bubbling nuclear caldron holds the possibility of inaugurating a major period of institutional innovation and adjustment toward a fully “bombs away” future.

#### Empirics and worse disasters disprove.

Eken 17 [Mattias Eken – PhD student in Modern History at the University of St Andrews. “The understandable fear of nuclear weapons doesn’t match reality”. 3/14/17. <https://theconversation.com/the-understandable-fear-of-nuclear-weapons-doesnt-match-reality-73563>] Recut Justin

Nuclear weapons are unambiguously the most destructive weapons on the planet. Pound for pound, they are the most lethal weapons ever created, capable of killing millions. Millions live in fear that these weapons will be used again, with all the potential consequences. However, the destructive power of these weapons **has been vastly exaggerated**, albeit for good reasons. Public fear of nuclear weapons being used in anger, whether by terrorists or nuclear-armed nations, has risen once again in recent years. **This is** in no small part **thanks to the current political climate** between states such as the US and Russia and the various nuclear tests conducted by North Korea. But whenever we talk about nuclear weapons, it’s easy to get carried away with doomsday scenarios and apocalyptic language. As the historian Spencer Weart once argued: “**You say ‘nuclear bomb’ and everybody immediately thinks of the end of the world.**” Yet the means necessary to produce a nuclear bomb, let alone set one off, remain incredibly complex – and while the damage that would be done if someone did in fact detonate one might be very serious indeed, **the chances that it would mean “the end of the world” are vanishingly small**. In his 2013 book Command and Control, the author Eric Schlosser tried to scare us into perpetual fear of nuclear weapons by recounting stories of near misses and accidents involving nuclear weapons. One such event, the 1980 Damascus incident, saw a Titan II intercontinental ballistic missile explode at its remote Arkansas launch facility after a maintenance crew accidentally ruptured its fuel tank. Although the warhead involved in the incident didn’t detonate, Schlosser claims that “if it had, much of Arkansas would be gone”. But that’s not quite the case. The nine-megaton thermonuclear warhead on the **Titan II** missile had a blast radius of 10km, or an area of about 315km². The state of Arkansas spreads over 133,733km², meaning the weapon **would have caused destruction across 0.2% of the state.** That would naturally have been a terrible outcome, but certainly not the catastrophe that Schlosser evokes. Claims exaggerating the effects of nuclear weapons have become commonplace, especially after the September 11 terrorist attacks in 2001. In the early War on Terror years, Richard Lugar, a former US senator and chair of the Senate Foreign Relations Committee, argued that terrorists armed with nuclear weapons pose an existential threat to the Western way of life. What he failed to explain is how. It is by no means certain that a single nuclear detonation **(or even several)** would do away with our current way of life. Indeed, **we’re still here despite having nuked our own planet more than 2,000 times** – a tally expressed beautifully in this video by Japanese artist Isao Hashimoto). While the 1963 Limited Test Ban Treaty forced nuclear tests underground, **around 500 of** all **the nuclear weapons detonated were unleashed in the Earth’s atmosphere**. This includes the world’s largest ever nuclear detonation, the 57-megaton bomb known as **Tsar Bomba**, detonated by the Soviet Union on October 30 1961. Tsar Bomba was more than 3,000 times more powerful than the bomb dropped on Hiroshima. That is immense destructive power – but as one physicist explained, **it’s only “one-thousandth the force of an earthquake, one-thousandth the force of a hurricane”.** The Damascus incident proved how incredibly hard it is to set off a nuclear bomb and the limited effect that would have come from just one warhead detonating. Despite this, some scientists have controversially argued that an even limited all-out nuclear war might lead to a so-called nuclear winter, since the smoke and debris created by very large bombs could block out the sun’s rays for a considerable amount of time. To inflict such ecological societal annihilation with weapons alone, we would have to detonate hundreds if not thousands of thermonuclear devices in a short time. Even in such extreme conditions, the area actually devastated by the bombs would be limited: for example, **2,000 one-megaton explosions with a destructive radius of five miles each would directly destroy less than 5% of the territory of the US**. Of course, if the effects of nuclear weapons have been greatly exaggerated, there is a very good reason: since these weapons are indeed extremely dangerous, any posturing and exaggerating which intensifies our fear of them makes us less likely to use them. But it’s important, however, to understand why people have come to fear these weapons the way we do. After all, nuclear weapons are here to stay; they can’t be “un-invented”. If we want to live with them and mitigate the very real risks they pose, we must be honest about what those risks really are. Overegging them to frighten ourselves more than we need to keeps nobody safe.

#### Isolated island populations repopulate.

Turchin and Green 18 [Alexey Turchin – Scientist for the Foundation Science for Life Extension in Moscow, Russia, Founder of Digital Immortality Now, author of several books and articles on the topics of existential risks and life extension. Brian Patrick Green – Director of technology ethics at the Markkula Center for Applied Ethics, teaches AI ethics in the Graduate School of Engineering at Santa Clara University. <MKIM> “Islands as refuges for surviving global catastrophes”. September 2018. DOA: 7/20/19. <https://www.emerald.com/insight/content/doi/10.1108/FS-04-2018-0031/full/html?fullSc=1&mbSc=1&fullSc=1>] Recut Justin

Different types of possible catastrophes suggest different scenarios for how survival could happen on an island. What is important is that the island should have properties which protect against the specific dangers of particular global catastrophic risks. Specifically, different islands will provide protection against different risks, and their natural diversity will contribute to a higher total level of protection: **Quarantined island survives pandemic**. An island could impose effective quarantine if it is sufficiently remote and simultaneously able to protect itself, possibly using military ships and air defense. **Far northern aboriginal people survive an ice age**. Many far northern people have adapted to survive in extremely cold and dangerous environments, and under the right circumstances could potentially survive the return of an ice age. However, their cultures are endangered by globalization. If these people become dependent on the products of modern civilization, such as rifles and motor boats, and lose their native survival skills, then their likelihood of surviving the collapse of the outside world would decrease. Therefore, preservation of their survival skills may be important as a defense against the risks connected with **extreme cooling**. Remote polar island with high mountains survives brief global warming of median surface temperatures, up to 50˚C. There is a theory that the climates of planets similar to the Earth could have several semi-stable temperature levels (Popp et al., 2016). If so, because of climate change, the Earth could transition to a second semi-stable state with a median global temperature of around 330 K, about 60˚C, or about 45˚C above current global mean temperatures. But even in this climate, **some regions of Earth could still be survivable for humans**, such as the Himalayan plateau at elevations above 4,000 m, but below 6,000 (where oxygen deficiency becomes a problem), or on polar islands with mountains (however, global warming affects polar regions more than equatorial regions, and northern island will experience more effects of climate change, including thawing permafrost and possible landslides because of wetter weather). In the tropics, the combination of increased humidity and temperature may increase the wet bulb temperature above 36˚C, especially on islands, where sea moisture is readily available. In such conditions, proper human perspiration becomes impossible (Sherwood and Huber, 2010), and there will likely be increased mortality and morbidity because of tropical diseases. If temperatures later returned to normal – either naturally or through climate engineering – **the rest of the Earth could be repopulated**. ‘‘Swiss Family Robinsons’’ survive on a tropical island, unnoticed by a military robot ‘‘mutiny’’. Most AI researchers ignore medium-term AI risks, which are neither near-term risks, like unemployment, nor remote risks, like AI superintelligence. But a large drone army – if one were produced – could receive a wrong command or be infected by a computer virus, leading it to attack people indiscriminately. Remote islands without robots could provide protection in this case, allowing survival until such a drone army ran out of batteries, fuel, ammunition or other supplies: Primitive tribe survives civilizational collapse. The inhabitants of **North Sentinel Island**, near the Andaman Islands in the Indian Ocean, are hostile and uncontacted. **The Sentinelese survived the 2004 Indian Ocean tsunami apparently unaffected** (Voanews, 2009), and if the rest of humanity disappear, **they might well continue their existence without change.** Tropical Island survives extreme global nuclear winter and glaciation event. Were a **nuclear**, bolide impactor or volcanic “**winter**” scenario to unfold, these islands would remain surrounded by Warm Ocean, and local volcanism or other energy sources might provide heat, energy and food. Such island refuges may have helped life on Earth survive during the **“Snowball Earth”** event in Earth’s distant past (Hoffman et al., 1998). Remote island base for project “Yellow submarine”. Some catastrophic risks such as a gamma ray burst, a global nuclear war with high radiological contamination or multiple pandemics might be best survived **underwater in nuclear submarines** (Turchin and Green, 2017). However, after a catastrophe, the submarine with survivors would eventually need a place to dock, and an island with some prepared amenities would be a reasonable starting point for rebuilding civilization. Bunker on remote island. For risks which include multiple or complex catastrophes, such as a bolide impact, extreme volcanism, tsunamis, multiple pandemics and nuclear war with radiological contamination, **island refuges could be strengthened with bunkers**. Richard Branson survived hurricane Irma on his own island in 2017 by seeking refuge in his concrete wine cellar (Clifford, 2017). Bunkers on islands would have higher survivability compared to those close to population centers, as they will be neither a military target nor as accessible to looters or unintentionally dangerous (e.g. infected) refugees. These bunkers could potentially be connected to water sources by underwater pipes, and passages could provide cooling, access and even oxygen and food sources.

#### No nuclear winter – conservative models prove rainout.
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The no-rubble simulation produces a significantly more intense fire, with more fire spread, and consequently a significantly stronger plume with larger amounts of BC reaching into the upper atmosphere than the simulation with rubble, illustrated in Figure 5. While the no-rubble simulation **represents the worst-case scenario** involving vigorous fire activity, **only a relatively small amount of carbon makes its way into the stratosphere** during the course of the simulation. But while small compared to the surface BC mass, stratospheric BC amounts from the current simulations are significantly higher than what would be expected from burning vegetation such as trees (Heilman et al., 2014), e.g., the higher energy density of the building fuels and the initial fluence from the weapon produce an intense response within HIGRAD with initial updrafts of order 100 m/s in the lower troposphere. Or, in comparison to a mass fire, wildfires will burn only a small amount of fuel in the corresponding time period (roughly 10 minutes) that a nuclear weapon fluence can effectively ignite a large area of fuel producing an impressive atmospheric response. Figure 6 shows vertical profiles of BC multiplied by 100 (number of cities involved in the exchange) from the two simulations. The total amount of BC produced is in line with previous estimates (about 3.69 Tg from no-rubble simulation); however, the majority of BC resides **below the stratosphere** (3.46 Tg below 12 km) and can be **readily impacted by scavenging from precipitation** either via pyro-cumulonimbus produced by the fire itself (not modeled) or other synoptic weather systems. While the impact on climate of these more realistic profiles will be explored in the next section, it should be mentioned that **these estimates are** still **at the high end**, considering the inherent simplifications in the combustion model that lead to **overestimating BC production**. 3.3 Climate Results Long-term climatic effects critically depend on the initial injection height of the soot, with larger quantities reaching the upper troposphere/lower stratosphere inducing a greater cooling impact because of longer residence times (Robock et al., 2007a). Absorption of solar radiation by the BC aerosol and its subsequent radiative cooling tends to heat the surrounding air, driving an initial upward diffusion of the soot plumes, an effect that depends on the initial aerosol concentrations. **Mixing and sedimentation** tend to **reduce this process**, and low altitude emissions are also significantly impacted by precipitation if aging of the BC aerosol occurs on sufficiently rapid timescales. But once at stratospheric altitudes, aerosol dilution via coagulation is hindered by low particulate concentrations (e.g., Robock et al., 2007a) and lofting to much higher altitudes is inhibited by gravitational settling in the low-density air (Stenke et al., 2013), resulting in more stable BC concentrations over long times. Of the initial BC mass released in the atmosphere, most of which is emitted below 9 km, **70% rains out within the first month** and 78%, or about 2.9 Tg, is removed within the first two months (Figure 7, solid line), with the remainder (about 0.8 Tg, dashed line) being transported above about 12 km (200 hPa) within the first week. This outcome differs from the findings of, e.g., Stenke et al. (2013, their high BC-load cases) and Mills et al. (2014), who found that most of the BC mass (between 60 and 70%) is lifted in the stratosphere within the first couple of weeks. This can also be seen in Figure 8 (red lines) and in Figure 9, which include results from our calculation with the initial BC distribution from Mills et al. (2014). In that case, only 30% of the initial BC mass rains out in the troposphere during the first two weeks after the exchange, with the remainder rising to the stratosphere. In the study of Mills et al. (2008) this percentage is somewhat smaller, about 20%, and smaller still in the experiments of Robock et al. (2007a) in which the soot is initially emitted in the upper troposphere or higher. In Figure 7, the e-folding timescale for the removal of tropospheric soot, here interpreted as the time required for an initial drop of a factor e, is about one week. This result compares favorably with the “LT” experiment of Robock et al. (2007a), considering 5 Tg of BC released in the lower troposphere, in which 50% of the aerosols are removed within two weeks. By contrast, the initial e-folding timescale for the removal of stratospheric soot in Figure 8 is about 4.2 years (blue solid line), compared to about 8.4 years for the calculation using Mills et al. (2014) initial BC emission (red solid line). The removal timescale from our forced ensemble simulations is close to those obtained by Mills et al. (2008) in their 1 Tg experiment, by Robock et al. (2007a) in their experiment “UT 1 Tg”, and © 2018 American Geophysical Union. All rights reserved. by Stenke et al. (2013) in their experiment “Exp1”, in all of which 1 Tg of soot was emitted in the atmosphere in the aftermath of the exchange. Notably, the e-folding timescale for the decline of the BC mass in Figure 8 (blue solid line) is also close to the value of about 4 years quoted by Pausata et al. (2016) for their long-term “intermediate” scenario. In that scenario, which is also based on 5 Tg of soot initially distributed as in Mills et al. (2014), the factor-of2 shorter residence time of the aerosols is caused by particle growth via coagulation of BC with organic carbon. Figure 9 shows the BC mass-mixing ratio, horizontally averaged over the globe, as a function of atmospheric pressure (height) and time. The BC distributions used in our simulations imply that the upward transport of particles is substantially less efficient compared to the case in which 5 Tg of BC is directly injected into the upper troposphere. The semiannual cycle of lofting and sinking of the aerosols is associated with atmospheric heating and cooling during the solstice in each hemisphere (Robock et al., 2007a). During the first year, the oscillation amplitude in our forced ensemble simulations is particularly large during the summer solstice, compared to that during the winter solstice (see bottom panel of Figure 9), because of the higher soot concentrations in the Northern Hemisphere, as can be seen in Figure 11 (see also left panel of Figure 12). Comparing the top and bottom panels of Figure 9, the BC reaches the highest altitudes during the first year in both cases, but the concentrations at 0.1 hPa in the top panel can be 200 times as large. Qualitatively, the difference can be understood in terms of the air temperature increase caused by BC radiation emission, which is several tens of kelvin degrees in the simulations of Robock et al. (2007a, see their Figure 4), Mills et al. (2008, see their Figure 5), Stenke et al. (2013, see high-load cases in their Figure 4), Mills et al. (2014, see their Figure 7), and Pausata et al. (2016, see one-day emission cases in their Figure 1), due to high BC concentrations, but it amounts to only about 10 K in our forced ensemble simulations, as illustrated in Figure 10. Results similar to those presented in Figure 10 were obtained from the experiment “Exp1” performed by Stenke et al. (2013, see their Figure 4). **In that scenario as well, somewhat less than 1 Tg of BC remained in the atmosphere after the initial rainout**. As mentioned before, the BC aerosol that remains in the atmosphere, lifted to stratospheric heights by the rising soot plumes, undergoes sedimentation over a timescale of several years (Figures 8 and 9). This mass represents the effective amount of BC that can force climatic changes over multi-year timescales. In the forced ensemble simulations, it is about 0.8 Tg after the initial rainout, whereas it is about 3.4 Tg in the simulation with an initial soot distribution as in Mills et al. (2014). Our more realistic source simulation involves the worstcase assumption of no-rubble (along with other assumptions) and hence serves as an upper bound for the impact on climate. As mentioned above and further discussed below, our scenario induces perturbations on the climate system similar to those found in previous studies in which the climatic response was driven by roughly 1 Tg of soot rising to stratospheric heights following the exchange. Figure 11 illustrates the vertically integrated mass-mixing ratio of BC over the globe, at various times after the exchange for the simulation using the initial BC distribution of Mills et al. (2014, upper panels) and as an average from the forced ensemble members (lower panels). All simulations predict enhanced concentrations at high latitudes during the first year after the exchange. In the cases shown in the top panels, however, these high concentrations persist for several years (see also Figure 1 of Mills et al., 2014), whereas the forced ensemble simulations indicate that the BC concentration starts to decline after the first year. In fact, in the simulation represented in the top panels, mass-mixing ratios larger than about 1 kg of BC © 2018 American Geophysical Union. All rights reserved. per Tg of air persist for well over 10 years after the exchange, whereas they only last for 3 years in our forced simulations (compare top and middle panels of Figure 9). After the first year, values drop below 3 kg BC/Tg air, whereas it takes about 8 years to reach these values in the simulation in the top panels (see also Robock et al., 2007a). Over crop-producing, midlatitude regions in the Northern Hemisphere, the BC loading is reduced from more than 0.8 kg BC/Tg air in the simulation in the top panels to 0.2-0.4 kg BC/Tg air in our forced simulations (see middle and right panels). The more rapid clearing of the atmosphere in the forced ensemble is also signaled by the soot optical depth in the visible radiation spectrum, which drops below values of 0.03 toward the second half of the first year at mid latitudes in the Northern Hemisphere, and everywhere on the globe after about 2.5 years (without never attaining this value in the Southern Hemisphere). In contrast, the soot optical depth in the calculation shown in the top panels of Figure 11 becomes smaller than 0.03 everywhere only after about 10 years. The two cases show a similar tendency, in that the BC optical depth is typically lower between latitudes 30º S-30º N than it is at other latitudes. This behavior is associated to the persistence of stratospheric soot toward high-latitudes and the Arctic/Antarctic regions, as illustrated by the zonally-averaged, column-integrated mass-mixing ratio of the BC in Figure 12 for both the forced ensemble simulations (left panel) and the simulation with an initial 5 Tg BC emission in the upper troposphere (right panel). The spread in the globally averaged (near) surface temperature of the atmosphere, from the control (left panel) and forced (right panel) ensembles, is displayed in Figure 13. For each month, the plots show the largest variations (i.e., maximum and minimum values), within each ensemble of values obtained for that month, relative to the mean value of that month. The plot also shows yearly-averaged data (thinner lines). The spread is comparable in the control and forced ensembles, with average values calculated over the 33-years run length of 0.4-0.5 K. This spread is also similar to the internal variability of the globally averaged surface temperature quoted for the NCAR Large Ensemble Community Project (Kay et al., 2015). These results imply that surface air temperature differences, between forced and control simulations, which lie within the spread may not be distinguished from effects due to internal variability of the two simulation ensembles. Figure 14 shows the difference in the globally averaged surface temperature of the atmosphere (top panel), net solar radiation flux at surface (middle panel), and precipitation rate (bottom panel), computed as the (forced minus control) difference in ensemble mean values. The sum of standard deviations from each ensemble is shaded. Differences are qualitatively significant over the first few years, when the anomalies lie near or outside the total standard deviation. Inside the shaded region, differences may not be distinguished from those arising from the internal variability of one or both ensembles. The surface solar flux (middle panel) is the quantity that appears most affected by the BC emission, with qualitatively significant differences persisting for about 5 years. The precipitation rate (bottom panel) is instead affected only at the very beginning of the simulations. The red lines in all panels show the results from the simulation applying the initial BC distribution of Mills et al. (2014), where the period of significant impact is much longer owing to the higher altitude of the initial soot distribution that results in longer residence times of the BC aerosol in the atmosphere. When yearly averages of the same quantities are performed over the IndiaPakistan region, the differences in ensemble mean values lie within the total standard deviations of the two ensembles. The results in Figure 14 can also be compared to the outcomes of other previous studies. In their experiment “UT 1 Tg”, Robock et al. (2007a) found that, when only 1 Tg of soot © 2018 American Geophysical Union. All rights reserved. remains in the atmosphere after the initial rainout, temperature and precipitation anomalies are about 20% of those obtained from their standard 5 Tg BC emission case. Therefore, the largest differences they observed, during the first few years after the exchange, were about - 0.3 K and -0.06 mm/day, respectively, comparable to the anomalies in the top and bottom panels of Figure 14. Their standard 5 Tg emission case resulted in a solar radiation flux anomaly at surface of -12 W/m2 after the second year (see their Figure 3), between 5 and 6 time as large as the corresponding anomalies from our ensembles shown in the middle panel. In their experiment “Exp1”, Stenke et al. (2013) reported global mean surface temperature anomalies not exceeding about 0.3 K in magnitude and precipitation anomalies hovering around -0.07 mm/day during the first few years, again consistent with the results of Figure 14. In a recent study, Pausata et al. (2016) considered the effects of an admixture of BC and organic carbon aerosols, both of which would be emitted in the atmosphere in the aftermath of a nuclear exchange. In particular, they concentrated on the effects of coagulation of these aerosol species and examined their climatic impacts. The initial BC distribution was as in Mills et al. (2014), although the soot burden was released in the atmosphere over time periods of various lengths. Most relevant to our and other previous work are their one-day emission scenarios. They found that, during the first year, the largest values of the atmospheric surface temperature anomalies ranged between about -0.5 and -1.3 K, those of the sea surface temperature anomalies ranged between -0.2 and -0.55 K, and those of the precipitation anomalies varied between -0.15 and -0.2 mm/day. All these ranges are compatible with our results shown in Figure 14 as red lines and with those of Mills et al. (2014, see their Figures 3 and 6). As already mentioned in Section 2.3, the net solar flux anomalies at surface are also consistent. This overall agreement suggests that the **inclusion of organic carbon aerosols, and** ensuing **coagulation** with BC, **should not dramatically alter the climatic effects** resulting from our forced ensemble simulations. Moreover, aerosol growth would likely **shorten the residence time of the BC particulate in the atmosphere** (Pausata et al., 2016), possibly **reducing the duration of these effects.**

#### Volcano activities prove.
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To quantitatively account for natural and forced variability in the climate system, we created two ensembles, one for the natural, unforced system and a second ensemble using a range of realistic vertical profiles for the BC aerosol forcing, consistent with our detailed fire simulation. The control ensemble was generated using small atmospheric temperature perturbations (Kay et al., 2015). Notably, the overall spread of anomalies in both ensembles is very similar. These ensembles were then used to create “super ensembles” using a statistical emulator, which allows a robust statistical comparison of our simulated results with and without the carbon forcing. Our primary result is the **decreased impact on global climate indices**, such as global average surface temperature and precipitation, relative to standard scenarios considered in previous work (e.g., Robock et al., 2007a; Stenke et al., 2013; Mills et al., 2014; Pausata et al., 2016). With our finding of **substantially less BC aerosol being lofted to stratospheric heights** (e.g., over a factor of four less than in most of the scenarios considered by previous studies), these globally averaged anomalies drop to **statistically insignificant levels** after the first several years (Figures 14 and 16). Our results are generally comparable to those predicted by other studies that considered exchange scenarios in which only about 1 Tg of soot is emitted in the upper troposphere (Robock et al., 2007a; Mills et al., 2008; Stenke et al., 2013). There are more subtle suggestions of regional effects, notably in the extent of the region over which sea surface temperature differences between ensembles remain significant in the final years of simulation (Figure 17). Further work is required to adequately analyze these and other potential regional effects. Historical analysis of several large volcanic eruptions and a recent large fire also supports this result. For example, Timmreck et al. (2010) claim that nonlinear aerosol effects of the Toba Tuff eruption 74,000 years ago helped **limit significant global cooling** impacts to a **two-year time period** and that any cooling beyond this time period could be due to other effects. It should be noted that this eruption was estimated to have produced **106 Tg** of ash and comparable amounts of other gases, such as sulfur dioxide (SO2), while the estimated amount of soot produced by a regional exchange is on the order of **10 Tg**, or **5 orders of magnitude smaller than the ash** (not including gases) **produced by the Toba eruption**. Noting that a nuclear exchange is not identical to volcanic events, it has been asserted that BC particles produced by fires should have a **greater impact on absorbing solar radiation** than even has the significantly larger amounts of ash and various gases produced by large eruptions (e.g., Robock and Toon 2010). Likewise, recent work in analyzing BC emissions from large fires suggests that in such fires, similar to large volcanic eruptions, **coating of soot particles with other particles** in convective eddies **tends to increase their size and hence increase their subsequent rainout** (China et al., 2013) before they can reach the stratosphere. In fact, the recent study of Pausata et al. (2016) found that growth of BC aerosol via coagulation with organic carbon significantly reduce the particles’ lifetime in the atmosphere

#### The mini-nuclear winter solves warming without causing extinction.
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We finally have a solution for global warming. A discussion on the board [The Straight Dope](http://boards.straightdope.com/sdmb/showthread.php?t=646285) about the likely effect of a nuclear war brought up the hypothesis that a nuclear war on a large scale could produce a mini-nuclear winter. Why? Well, the dust and debris sent into the atmosphere by the conflagrations, plus the smoke produced by the fires started by the explosions would cover the sun for a period long enough to lower the temperature by as much as 40 degrees Celsius for a few months and by up to 2-6 degree Celsius for a few years. One on top of the other, according to this [Weather Wunderground contributor](http://www.wunderground.com/blog/JeffMasters/comment.html?entrynum=1208), who cites a[bona fide research paper on nuclear winter](http://www.atmos-chem-phys.org/7/2003/2007/acp-7-2003-2007.pdf), after everything would settle down we would be back to 1970s temperatures. Add to this the decline in industrial production and global oil consumption due to industrial denuding of most large nations and global warming simply goes away. I wonder what [Jonathan Swift would have thought about this proposal?](http://www.gutenberg.org/files/1080/1080-h/1080-h.htm)

#### Extinction.
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Climate change intersects with freshwater resources because it is expected to exacerbate drought and water scarcity, as well as flooding. Climate change can even impair water quality because it is associated with heavy rains that overwhelm sewage treatment facilities, or because it results in higher concentrations of pollutants in groundwater as a result of enhanced evaporation and reduced groundwater recharge. Ample clean water is not a luxury—it is essential for human survival. Consequently, cities, regions and nations that lack clean freshwater are vulnerable to social disruption and disease. Finally, ocean acidification is linked to climate change because it is driven by CO2 emissions just as global warming is. With close to 20% of the world’s protein coming from oceans (FAO, 2016), the potential for severe impacts due to acidification is obvious. Less obvious, but perhaps more insidious, is the interaction between climate change and the loss of oyster and coral reefs due to acidification. Acidification is known to interfere with oyster reef building and coral reefs. Climate change also increases storm frequency and severity. Coral reefs and oyster reefs provide protection from storm surge because they reduce wave energy (Spalding et al., 2014). If these reefs are lost due to acidification at the same time as storms become more severe and sea level rises, coastal communities will be exposed to unprecedented storm surge—and may be ravaged by recurrent storms. A key feature of the risk associated with climate change is that mean annual temperature and mean annual rainfall are not the variables of interest. Rather it is extreme episodic events that place nations and entire regions of the world at risk. These extreme events are by definition “rare” (once every hundred years), and changes in their likelihood are challenging to detect because of their rarity, but are exactly the manifestations of climate change that we must get better at anticipating (Diffenbaugh et al., 2017). Society will have a hard time responding to shorter intervals between rare extreme events because in the lifespan of an individual human, a person might experience as few as two or three extreme events. How likely is it that you would notice a change in the interval between events that are separated by decades, especially given that the interval is not regular but varies stochastically? A concrete example of this dilemma can be found in the past and expected future changes in storm-related flooding of New York City. The highly disruptive flooding of New York City associated with Hurricane Sandy represented a flood height that occurred once every 500 years in the 18th century, and that occurs now once every 25 years, but is expected to occur once every 5 years by 2050 (Garner et al., 2017). This change in frequency of extreme floods has profound implications for the measures New York City should take to protect its infrastructure and its population, yet because of the stochastic nature of such events, this shift in flood frequency is an elevated risk that will go unnoticed by most people. 4. The combination of positive feedback loops and societal inertia is fertile ground for global environmental catastrophes Humans are remarkably ingenious, and have adapted to crises throughout their history. Our doom has been repeatedly predicted, only to be averted by innovation (Ridley, 2011). However, the many stories of human ingenuity successfully addressing existential risks such as global famine or extreme air pollution represent environmental challenges that are largely linear, have immediate consequences, and operate without positive feedbacks. For example, the fact that food is in short supply does not increase the rate at which humans consume food—thereby increasing the shortage. Similarly, massive air pollution episodes such as the London fog of 1952 that killed 12,000 people did not make future air pollution events more likely. In fact it was just the opposite—the London fog sent such a clear message that Britain quickly enacted pollution control measures (Stradling, 2016). Food shortages, air pollution, water pollution, etc. send immediate signals to society of harm, which then trigger a negative feedback of society seeking to reduce the harm. In contrast, today’s great environmental crisis of climate change may cause some harm but there are generally long time delays between rising CO2 concentrations and damage to humans. The consequence of these delays are an absence of urgency; thus although 70% of Americans believe global warming is happening, only 40% think it will harm them (http://climatecommunication.yale.edu/visualizations-data/ycom-us-2016/). Secondly, unlike past environmental challenges, the Earth’s climate system is rife with positive feedback loops. In particular, as CO2 increases and the climate warms, that very warming can cause more CO2 release which further increases global warming, and then more CO2, and so on. Table 2 summarizes the best documented positive feedback loops for the Earth’s climate system. These feedbacks can be neatly categorized into carbon cycle, biogeochemical, biogeophysical, cloud, ice-albedo, and water vapor feedbacks. As important as it is to understand these feedbacks individually, it is even more essential to study the interactive nature of these feedbacks. Modeling studies show that when interactions among feedback loops are included, uncertainty increases dramatically and there is a heightened potential for perturbations to be magnified (e.g., Cox, Betts, Jones, Spall, & Totterdell, 2000; Hajima, Tachiiri, Ito, & Kawamiya, 2014; Knutti & Rugenstein, 2015; Rosenfeld, Sherwood, Wood, & Donner, 2014). This produces a wide range of future scenarios. Positive feedbacks in the carbon cycle involves the enhancement of future carbon contributions to the atmosphere due to some initial increase in atmospheric CO2. This happens because as CO2 accumulates, it reduces the efficiency in which oceans and terrestrial ecosystems carbon sequester, which in return feeds back to exacerbate climate change (Friedlingstein et al., 2001). Warming can also increase the rate at which organic matter decays and carbon is released into the atmosphere, thereby causing more warming (Melillo et al., 2017). Increases in food shortages and lack of water is also of major concern when biogeophysical feedback mechanisms perpetuate drought conditions. The underlying mechanism here is that losses in vegetation increases the surface albedo, which suppresses rainfall, and thus enhances future vegetation loss and more suppression of rainfall—thereby initiating or prolonging a drought (Chamey, Stone, & Quirk, 1975). To top it off, overgrazing depletes the soil, leading to augmented vegetation loss (Anderies, Janssen, & Walker, 2002). Climate change often also increases the risk of forest fires, as a result of higher temperatures and persistent drought conditions. The expectation is that forest fires will become more frequent and severe with climate warming and drought (Scholze, Knorr, Arnell, & Prentice, 2006), a trend for which we have already seen evidence (Allen et al., 2010). Tragically, the increased severity and risk of Southern California wildfires recently predicted by climate scientists (Jin et al., 2015), was realized in December 2017, with the largest fire in the history of California (the “Thomas fire” that burned 282,000 acres, https://www.vox.com/2017/12/27/16822180/thomas-fire-california-largest-wildfire). This catastrophic fire embodies the sorts of positive feedbacks and interacting factors that could catch humanity off-guard and produce a true apocalyptic event. Record-breaking rains produced an extraordinary flush of new vegetation, that then dried out as record heat waves and dry conditions took hold, coupled with stronger than normal winds, and ignition. Of course the record-fire released CO2 into the atmosphere, thereby contributing to future warming. Out of all types of feedbacks, water vapor and the ice-albedo feedbacks are the most clearly understood mechanisms. Losses in reflective snow and ice cover drive up surface temperatures, leading to even more melting of snow and ice cover—this is known as the ice-albedo feedback (Curry, Schramm, & Ebert, 1995). As snow and ice continue to melt at a more rapid pace, millions of people may be displaced by flooding risks as a consequence of sea level rise near coastal communities (Biermann & Boas, 2010; Myers, 2002; Nicholls et al., 2011). The water vapor feedback operates when warmer atmospheric conditions strengthen the saturation vapor pressure, which creates a warming effect given water vapor’s strong greenhouse gas properties (Manabe & Wetherald, 1967).