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### 1NC – FW

#### Permissibility and presumption negate – [a] the resolution indicates the aff has to prove an obligation, and permissibility would deny the existence of an obligation [b] Statements are more often false than true because any part can be false. This means you negate if there is no offense because the resolution is probably false.

#### Morality must be grounded in a priori truth to guide action, otherwise everyone would have different ethical codes and follow different rules. And, truth exists independent of human experience since certain things can be self-proving, i.e. a triangle has three sides. This is the difference between a priori and a posteriori. Things that are true by observation are just true by a matter of chance. For example, the cat may be on the mat, but we can also conceive of a world in which the cat is not on the mat. In contrast, we can’t conceive of a world in which a triangle does not have three sides since it is tautologically true. Reject a posteriori truth since they are just arbitrary states of being, not constitutive of ethics.

#### And, a priori truth has to apply to everyone: [a] absent universal ethics, morality becomes arbitrary and fails to guide action, which means that ethics is rendered useless. [b] it’s a tautological contradiction: any non-universal norm justifies someone’s ability to impede on your ends, which also means universalizability acts as a side constraint on all other frameworks.

#### Thus, the standard is consistency with willing universal maxims.

#### Prefer:

#### [1] Performativity—freedom is the key to the process of justification of arguments. Willing that we should abide by their ethical theory presupposes that we own ourselves in the first place. Thus, it is logically incoherent to justify a standard without first willing that we can pursue ends free from others.

#### [2] Consequences Fail: [A] Every action has infinite stemming consequences, because every consequence can cause another consequence so we can’t predict or calculate. [B] Induction is circular because it relies on the assumption that nature will hold uniform and we could only reach that conclusion through inductive reasoning based on observation of past events. [C] Aggregation fails – suffering is not additive can’t compare between one migraine and 10 head aches

#### [3] Only universalizable reason can effectively explain the perspectives of agents – that’s the best method for combatting oppression.

Farr 02 Arnold Farr (prof of phil @ UKentucky, focusing on German idealism, philosophy of race, postmodernism, psychoanalysis, and liberation philosophy). “Can a Philosophy of Race Afford to Abandon the Kantian Categorical Imperative?” JOURNAL of SOCIAL PHILOSOPHY, Vol. 33 No. 1, Spring 2002, 17–32.

**One** of the most popular **criticism**s **of Kant’s moral philosophy is that it is too formalistic.**13 That is, the universal nature of the categorical imperative leaves it devoid of content. Such a principle is useless since moral decisions are made by concrete individuals in a concrete, historical, and social situation. This type of criticism lies behind Lewis Gordon’s rejection of any attempt to ground an antiracist position on Kantian principles. The rejection of universal principles for the sake of emphasizing the historical embeddedness of the human agent is widespread in recent philosophy and social theory. I will argue here on Kantian grounds that **although a distinction between the universal and the concrete is** a **valid** distinction, **the unity of the two is required for** an understanding of human **agency.** The attack on Kantian formalism began with Hegel’s criticism of the Kantian philosophy.14 The list of contemporary theorists who follow Hegel’s line of criticism is far too long to deal with in the scope of this paper. Although these theorists may approach the problem of Kantian formalism from a variety of angles, the spirit of their criticism is basically the same: The universality of the categorical imperative is an abstraction from one’s empirical conditions. **Kant is** often **accused of making the moral agent an abstract, empty**, noumenal **subject. Nothing could be further from the truth. The Kantian subject is** an embodied, empirical, concrete subject. However, this concrete subject has a dual nature. Kant claims in the Critique of Pure Reason as well as in the Grounding that human beings have an intelligible and empirical character.15 It is impossible to understand and do justice to Kant’s moral theory without taking seriously the relation between these two characters. The very concept of morality is impossible without the tension between the two. By “empirical character” Kant simply means that we have a sensual nature. We are physical creatures with physical drives or desires. **The** very **fact that I cannot simply satisfy my desires without considering the rightness** or wrongness **of my actions suggests that my empirical character must be held in check** by something, or else I behave like a Freudian id. My empiri- cal character must be held in check **by my intelligible character**, which is the legislative activity of practical reason. It is through our intelligible character that **we formulate principles that keep our** empirical **impulses in check.** The categorical imperative is the supreme principle of morality that is constructed by the moral agent in his/her moment of self-transcendence. What I have called self-transcendence may be best explained in the following passage by Onora O’Neill: In restricting our maxims to those that meet the test of the categorical imperative we refuse to base our lives on maxims that necessarily make our own case an exception. The reason why a universilizability criterion is morally signiﬁcant is that it makes our own case no special exception (G, IV, 404). In accepting the Categorical Imperative we accept the moral reality of other selves, and hence the possibility (not, note, the reality) of a moral community. **The Formula of Universal Law enjoins no more than that we act only on maxims that are open to others also.**16 O’Neill’s description of the universalizability criterion includes the notion of self-transcendence that I am working to explicate here to the extent that like self-transcendence, universalizable moral principles require that the individ- ual think beyond his or her own particular desires. The individual is not allowed to exclude others **as** rational **moral agents** who have the right to act as he acts in a given situation. For example, if I decide to use another person merely as a means for my own end I must recognize the other person’s right to do the same to me. I cannot consistently will that I use another as a means only and will that I not be used in the same manner by another. **Hence,** the **universalizability** criterion **is a principle of consistency and** a principle of **inclusion.** That is, in choosing my maxims **I** attempt to **include the perspective of other moral agents.**

#### [4] Ethical frameworks are topicality interpretations of the word ought so they must be theoretically justified. Prefer on resource disparities—focusing on evidence and statistics privileges debaters with the most preround prep excluding lone-wolfs who lack huge evidence files. A debater under my framework can easily be won without any prep since minimal evidence is required. That controls the internal link to other voters because a pre-req to debating is access to the activity.

#### [5] Reject non ideal theory/abstraction Ks [a] The Ks do not posit an alternative ethical theory so the problem is just non unq [b] Consequences are much worse because they cannot condemn any action as wrong ie there can a consequence where slavery is good so long as it is good the majority which means they are worse [c] They are inherently bite back into ideal theory because they appeal to ideals of equality where oppressed are no longer oppressed which also means they needs so sort of ideal to measure progress [d] Totally abandoning ethics is bad because then it results in ethical egoism which we all have our one personal set of ethics which would justify white supremacist doing racist stuff because we don’t have a universal way to condemn bad things

### 1NC – Offense

#### 1] Intellectual property is an inalienable personal right of economic use

**Pozzo 6** Pozzo, Riccardo. “Immanuel Kant on Intellectual Property.” Trans/Form/Ação, vol. 29, no. 2, 2006, pp. 11–18., doi:10.1590/s0101-31732006000200002. SJ//DA recut Cookie JX

Corpus mysticum, opus mysticum, propriété incorporelle, proprietà letteraria, geistiges Eigentum. All these terms mean **intellectual property, the existence of which is intuitively clear because of the unbreakable bond that ties the work to its creator.** The book belongs to whomever has written it, the picture to whomever has painted it, the sculpture to whomever has sculpted it; and this independently from the number of exemplars of the book or of the work of art in their passages from owner to owner. The initial bond cannot change and it ensures the author authority on the work. Kant writes in section 31/II of the Metaphysics of Morals: “Why does unauthorized publishing, which strikes one even at first glance as unjust, still have an appearance of being rightful? Because on the one hand a book is a corporeal artifact (opus mechanicum) that can be reproduced (by someone in legitimate possession of a copy of it), so that there is a right to a thing with regard to it. On the other hand a book is also a mere discourse of the publisher to the public, which the publisher may not repeat publicly without having a mandate from the author to do so (praestatio operae), and this is a right against a person. The error consists in mistaking one of these rights for the other” (Kant, 1902, t.6, p.290). The corpus mysticum, **the work considered as an immaterial good, remains property of the author on behalf of the original right of its creation. The corpus mechanicum consists of the exemplars of the book or of the work of art. It becomes the property of whoever has bought the material object in which the work has been reproduced or expressed.** Seneca points out in De beneficiis (VII, 6) the difference between owning a thing and owning its use. He tells us that the bookseller Dorus had the habit of calling Cicero’s books his own, while there are people who claim books their own because they have written them and other people that do the same because they have bought them. Seneca concludes that the books can be correctly said to belong to both, for it is true they belong to both, but in a different way **The peculiarity of intellectual property consists thus first in being indeed a property, but property of an action; and second in being indeed inalienable, but also transferable in commission and license to a publisher. The bond the author has on his work confers him a moral right that is indeed a personal right. It is also a right to exploit economically his work in all possible ways, a right of economic use, which is a patrimonial right. Kant and Fichte argued that moral right and the right of economic use are strictly connected, and that the offense to one implies inevitably offense to the other.** In eighteenth-century Germany, the free use came into discussion among the presuppositions of a democratic renewal of state and society. In his Supplement to the Consideration of Publishing and Its Rights, Reimarus asked writers “instead of writing for the aristocracy, to write for the tiers état of the reader’s world.” (Reimarus, 1791b, p.595). **He saluted with enthusiasm the claim of disenfranchising from the monopoly of English publishers expressed in the American Act for the Encouragement of Learning of May 31, 1790. Kant, however, was firm in embracing intellectual property. Referring himself to Roman Law, he asked for its legislative formulation not only as patrimonial right, but also as a personal right.** In Of the Illegitimity of Pirate Publishing, he considered the moral faculties related to **intellectual property as an “inalienable right (ius personalissimum) always himself to speak through anyone else, the right, that is, that no one may deliver the same speech to the public other than in his (the author’s) name”** (Kant, 1902, t.8, p.85). Fichte went farther in the Demonstration of the Illegitimity of Pirate Publishing. **He saw intellectual property as a part of his metaphysical construction of intellectual activity, which was based on the principle that thoughts “are not transmitted hand to hand, they are not paid with shining cash, neither are they transmitted to us if we take home the book that contains them and put it into our library.** In order to make those thoughts our own an action is still missing: we must read the book, meditate – provided it is not completely trivial – on its content, consider it under different aspects and eventually accept it within our connections of ideas” (Fichte, 1964, t.I/1, p.411). At the center of the discussion was the practice of reprinting books in a pirate edition after having them reset word after words after an exemplar of the original edition. Given Germany’s division in a myriad of small states, the imperial privilege was ineffective against pirate publishing. Kant and Fichte spoke for the acceptance of the right to defend the work of an author by the usurpations of others so that he may receive a patrimonial advantage from those who utilize the work acquiring new knowledge and/or an aesthetic experience. In particular, Fichte declared the absolute primacy of the moral faculties within the corpus mysticum. He divided the latter into a formal and a material part. “This intellectual element must be divided anew into what is material, the content of the book, the thoughts it presents; and the form of these thoughts, the manner in which, the connection in which, the formulations and the words by means of which the book presents them” (Fichte, 1964, t.I/1, p.411). Fichte’s underlining the author’s exclusive right to the intellectual content of his book – “the appropriation of which through another is physically impossible” (ibid.) – brought him to the extreme of prohibiting any form of copy that is not meant for personal use. In Publishing Considered anew, Reimarus considered on the contrary copyright in its patrimonial aspects as a limitation to free trade: “What would not happen were a universal protection against pirate publishing guaranteed? Monopoly and safer sales certainly do not procure convenient price; on the contrary, they are at the origin of great abuses. The only condition for convenient price is free-trade, and one cannot help noticing that upon the appearance of a private edition, publishers are forced to substantially lower the price of a book” (Reimarus, 1791a, pp.402-3). Reimarus admitted of being unable to argue in terms of justice. Justice was of no bearing, he said, for whom, like himself, considered undemonstrated the author’s permanent property of his work (herein supported by the legislative vacuum of those years). What mattered, he said, was equity. In sum, Reimarus anticipated today’s stance on free use by referring to the principle that public interest on knowledge ought to prevail on the author’s interest and to balance the copyright. Moreover, Reimarus extended his argument beyond the realm of literary production to embrace, among others, the today vital issue of pharmaceutical production on patented receipts. “Let us suppose that at some place a detailed description for the preparation of a good medicine or of any other useful thing be published, why may not somebody who lives in places that are far away from that one copy it to use it for his own profit and but must instead ask the original publisher for the issue of each exemplar?” (Reimarus, 1791b, t.2, pp.584). To sum up, Reimarus’s stance does not seem respondent to rule of law. For in all dubious case the general rule ought to prevail, fighting intellectual property with anti-monopolistic arguments in favor of free trade brings with itself consequences that are not tranquilizing also for the ones that are expected to apply the law. **By resetting literary texts, one could obviously expurgate some errors. More frequently, however, some were added, given the exclusively commercial objectives of the reprints. The valid principle was, thus, that reprints were less precise than original editions, but they were much cheaper for the simple reason that the pirate publisher had a merely moral obligation against the author and the original publisher. In fact, he was not held to pay any honorarium to the author upon handling over the manuscript, nor to paying him royalties, nor to pay anything to the original publisher. The** only expense in charge of the pirate publisher was buying the exemplar of the original edition out of which he was to make, as we say today, a free use.

#### 2] The aff encourages free riding- that treats people as ­means to an end and takes advantage of their efforts which violates the principle of humanity

**Van Dyke 2** Raymond Van Dyke, 7-17-2018, "The Categorical Imperative for Innovation and Patenting," IPWatchdog, <https://www.ipwatchdog.com/2018/07/17/categorical-imperative-innovation-patenting/id=99178/> SJ//DA recut SJKS

Also, **allowing the free taking of ideas, content and valuable data, i.e., the fruits of individual intellectual endeavor**, would disrupt capitalism in a radical way. **The resulting more secretive approach in support of the above free-riding Statement** would be akin to a Communist environment **where the State owned everything and the citizen owned nothing, i.e., the people “consented” to this. It is, accordingly, manifestly clear that no reasonable and supportable Categorical Imperative can be made for the unwarranted theft of property, whether tangible or intangible,** apart from legitimate exigencies.

#### IPs are a necessary check on companies free-riding off associations of quality.

Wong et al 20 [Liana, Ian, and Shayerah; Analyst in International Trade and Finance; Specialist in International Trade and Finance; Specialist in International Trade and Finance; “Intellectual Property Rights and International Trade,” \*Updated\* 5/12/20; CRS; <https://www.everycrsreport.com/files/20200512_RL34292_2023354cc06b0a4425a2c5e02c0b13024426d206.pdf>] Justin

Trademark protection in the United States is governed jointly by state and federal law. The main federal statute is the Lanham Act of 1946 (Title 15 of the United States Code). Trademarks permit the seller to use a distinctive word, name, symbol, or device to identify and market a product or company. Marks can also be used to denote services from a particularly company. The trademark allows quick identification of the source of a product, and for good or ill, can become an indicator of a product's quality. If for good, the trademark can be valuable by conveying an instant assurance of quality to consumers. Trademark law serves to prevent other companies with similar merchandise from free-riding on the association of quality with the trademarked item. Thus, a trademarked good may command a premium in the marketplace because of its reputation. To be eligible for a trademark, the words or symbol used by the business must be sufficiently distinctive; generic names of commodities, for example, cannot be trademarked. Trademark rights are acquired through use or through registration with the PTO.

A related concept to trademarks is geographical indications (GIs), which are also protected by the Lanham Act. The GI acts to protect the quality and reputation of a distinctive product originating in a certain region; however, the benefit does not accrue to a sole producer, but rather the producers of a product originating from a particular region. GIs are generally sought for agricultural products, or wines and spirits. Protection for GIs is acquired in the United States by registration with the PTO, through a process similar to trademark registration.

## 2

#### Interpretation: affirmative debaters must delineate their enforcement mechanism by which they reduce in the 1AC.

#### There is no normal means since terms are negotiated contextually among member states.

WTO "Whose WTO is it anyway?" <https://www.wto.org/english/thewto_e/whatis_e/tif_e/org1_e.htm> //Elmer

**When WTO rules impose disciplines** on countries’ policies, that is the outcome of negotiations among WTO members. The rules are **enforced** **by** the **members themselves** under agreed procedures that they negotiated, including the possibility of trade sanctions. But those sanctions are imposed by member countries, and authorized by the membership as a whole. This is quite different from other agencies whose bureaucracies can, for example, influence a country’s policy by threatening to withhold credit.

#### Negate:

#### 1] Shiftiness- they can redefine what measure of reduction the 1ac defends in the 1ar which decks strategy and allows them to wriggle out of negative positions which strips the neg of specific politics DAs, process CPs, innovation DAs and case answers. They will always win on specificity weighing.

#### CX can’t resolve this and is bad because A] Not flowed B] Skews 6 min of prep C] They can lie and no way to check D] Debaters can be shady.

#### 2] Real World- policy makers will always specify what the object of change is. That outweighs since debate has no value without portable application. It also means zero solvency since the WTO, absent spec, can circumvent aff’s policy since they can say they didn’t know how to enforce it.

#### This spec shell isn’t regressive- it literally determines how the affirmative implements and who it affects
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## 3

#### Pharma innovation high now – monetary incentive is the biggest factor.

**Swagel 21** Phillip L. Swagel, Director of the Congressional budget office 4-xx-2021, "Research and Development in the Pharmaceutical Industry," Congressional Budget Office, <https://www.cbo.goc/publication/57126#_idTextAnchor020> SJ//DA

**Every year, the U.S. pharmaceutical industry develops a variety of new drugs that provide valuable medical benefits. Many of those drugs are expensive and contribute to rising health care costs for the private sector and the federal government. Policymakers have considered policies that would lower drug prices and reduce federal drug expenditures. Such policies would probably reduce the industry’s incentive to develop new drugs.** In this report, the Congressional Budget Office assesses trends in spending for drug research and development (R&D) and the introduction of new drugs. CBO also examines factors that determine how much drug companies spend on R&D: expected global revenues from a new drug; cost to develop a new drug; and federal policies that affect the demand for drug therapies, the supply of new drugs, or both. What Are Recent Trends in Pharmaceutical R&D and New Drug Approvals? T**he pharmaceutical industry devoted $83 billion to R&D expenditures in 2019. Those expenditures covered a variety of activities, including discovering and testing new drugs, developing incremental innovations such as product extensions, and clinical testing for safety-monitoring or marketing purposes. That amount is about 10 times what the industry spent per year in the 1980s, after adjusting for the effects of inflation.** The share of revenues that drug companies devote to R&D has also grown: **On average, pharmaceutical companies spent about one-quarter of their revenues (net of expenses and buyer rebates) on R&D expenses** in 2019, which is **almost twice as large a share of revenues as they spent in 2000.** That revenue share is larger than that for other knowledge-based industries, such as semiconductors, technology hardware, and software. The number of new drugs approved each year has also grown over the past decade. On averace, the Food and Drug Administration (FDA) approved 38 new drugs per year from 2010 through 2019 (with a peak of 59 in 2018), which is 60 percent more than the yearly average over the previous decade. **Many of the drugs that have been approved in recent years are “specialty drugs.” Specialty drugs generally treat chronic, complex, or rare conditions, and they may also require special handling or monitoring of patients**. Many specialty drugs are biologics (large-molecule drugs based on living cell lines), **which are costly to develop, hard to imitate, and frequently have high prices.** Previously, most drugs were small-molecule drugs based on chemical compounds. Even while they were under patent, those drugs had lower prices than recent specialty drugs have. Information about the kinds of drugs in current clinical trials indicates that much of the industry’s innovative activity is focused on specialty drugs that would provide new cancer therapies and treatments for nervous-system disorders, such as Alzheimer’s disease and Parkinson’s disease. **What Factors Influence Spending for R&D?** Drug companies’ R&D spending decisions depend on three main factors: Anticipated lifetime global revenues from a new drug, **Expected costs to develop a new drug**, and Policies and programs that influence the supply of and demand for prescription drugs. Various considerations inform companies’ expectations about a drug’s revenue stream, including the anticipated prices it could command in different markets around the world and the expected global sales volume at those prices (given the number of people who might use the drug). The prices and sales volumes of existing drugs provide information about consumers’ and insurance plans’ willingness to pay for drug treatments. Importantly, when drug companies set the prices of a new drug, they do so to maximize future revenues net of manufacturing and distribution costs. A drug’s sunk R&D costs—that is, the costs already incurred in developing that drug—do not influence its price. **Developing new drugs is a costly and uncertain process, and many potential drugs never make it to market. Only about 12 percent of drugs entering clinical trials are ultimately approved for introduction by the FDA. In recent studies, estimates of the average R&D cost per new drug range from less than $1 billion to more than $2 billion per drug**. Those estimates include the costs of both laboratory research and clinical trials of successful new drugs as well as expenditures on drugs that do not make it past the laboratory-development stage, that enter clinical trials but fail in those trials or are withdrawn by the drugmaker for business reasons, or that are not approved by the FDA. Those estimates also include the company’s capital costs—the value of other forgone investments—incurred during the R&D process. Such costs can make up a substantial share of the average total cost of developing a new drug. The development process often takes a decade or more, and during that time the company does not receive a financial return on its investment in developing that drug. The federal government affects R&D decisions in three ways. First, it increases demand for prescription drugs, which encourages new drug development, by fully or partially subsidizing the purchase of prescription drugs through a variety of federal programs (including Medicare and Medicaid) and by providing tax preferences for employment-based health insurance. Second, the federal government increases the supply of new drugs. It funds basic biomedical research that provides a scientific foundation for the development of new drugs by private industry. Additionally, tax credits—both those available to all types of companies and those available to drug companies for developing treatmentscof uncommon diseases—provide incentives to invest in R&D. Similarly, deductions for R&D investment can be used to reduce tax liabilities immediately rather than over the life of that investment. Finally, the patent system and certain statutory provisions that delay FDA approval of generic drugs provide pharmaceutical companies with a period of market exclusivity, when competition is legally restricted. During that time, they can maintain higher prices on a patented product than they otherwise could, which makes new drugs more profitable and thereby increases drug companies’ incentives to invest in R&D. Third, some federal policies affect the number of new drugs by influencing both demand and supply. For example, federal recommendations for specific vaccines increase the demand for those vaccines and provide an incentive for drug companies to develop new ones. Additionally, federal regulatory policies that influence returns on drug R&D can bring about increases or decreases in both the supply of and demand for new drugs. Trends in R&D Spending and New Drug Development Private spending on pharmaceutical R&D and the approval of new drugs have both increased markedly in recent years, resuming a decades-long trend that was interrupted in 2008 as generic versions of some top-selling drugs became available and as the 2007–2009 recession occurred. **In particular, spending on drug R&D increased by nearly 50 percent between 2015 and 2019.** Many of the drugs approved in recent years are high-priced specialty drugs for relatively small numbers of potential patients. By contrast, the top-selling drugs of the 1990s were lower-cost drugs with large patient populations. R&D Spending R&D spending in the pharmaceutical industry covers a variety of activities, including the following: Invention, or research and discovery of new drugs; Development, or clinical testing, preparation and submission of applications for FDA approval, and design of production processes for new drugs; Incremental innovation, including the development of new dosages and delivery mechanisms for existing drugs and the testing of those drugs for additional indications; Product differentiation, or the clinical testing of a new drug against an existing rival drug to show that the new drug is superior; and Safety monitoring, or clinical trials (conducted after a drug has reached the market) that the FDA may require to detect side effects that may not have been observed in shorter trials when the drug was in development. In real terms**, private investment in drug R&D among member firms of the Pharmaceutical Research and Manufacturers of America (PhRMA), an industry trade association, was about $83 billion in 2019, up from about $5 billion in 1980 and $38 billion in 2000**.1 Although those spending totals do not include spending by many smaller drug companies that do not belong to PhRMA, the trend is broadly representative of R&D spending by the industry as a whole.2 A survey of all U.S. pharmaceutical R&D spending (including that of smaller firms) by the National Science Foundation (NSF) reveals similar trends.3 Although total R&D spending by all drug companies has trended upward, small and large firms generally focus on different R&D activities. **Small companies not in PhRMA devote a greater share of their research to developing and testing new drugs,** many of which are ultimately sold to larger firms (see Box 1). By contrast, a greater portion of the R&D spending of larger drug companies (including those in PhRMA) is devoted to conducting clinical trials, developing incremental “line extension” improvements (such as new dosages or delivery systems, or new combinations of two or more existing drugs), and conducting postapproval testing for safety-monitoring or marketing purposes.

#### The aff crushes innovation in the pharma sector---incentivizes them to focus on non-important issues.

Glassman 21 [Amanda; 5/6/21; Executive vice president and a senior fellow at the Center for Global Development, a nonpartisan, nonprofit think tank in Washington and London; “*Big Pharma Is Not the Tobacco Industry*,” Barron, <https://www.barrons.com/articles/big-pharma-is-not-the-tobacco-industry-51620315693>] Justin

But here is the crux of the problem: The pharmaceutical industry is not the tobacco industry. They are not merchants of death. The companies are amoral and exist to make money, but their business is not fundamentally immoral. Big Pharma (mostly) develops and sells products that people need to survive and thrive. Their products improve health and welfare. Fights over access to medicines are possible because medicines exist in the first place—medicines that were usually developed by Big Pharma. And yes, the pharmaceutical industry benefits from public subsidy and publicly financed foundational research. But the companies also put their own capital at risk to develop new products, some of which offer enormous public benefits. In fact, several of them did just that in the pandemic: invested their own money to develop patented manufacturing technologies in record time. Those technologies are literally saving the world right now. Public funding supported research and development, but companies also brought their own proprietary ingenuity and private investments to bear toward solving the world’s singular, collective challenge. Their reward should be astronomical given the insane scale of the health and economic benefits these highly efficacious vaccines produce every day. Market incentives sent a clear signal that further needed innovation—greater efficacy, single doses, more-rapid manufacturing, updated formulations, fast boosters, and others—would be richly rewarded. Market incentives could also have been used to lubricate supply lines and buy vaccines on behalf of the entire world; with enough money, incredible things can happen. But activist lobbying to waive patents—a move the Biden administration endorsed yesterday—sends exactly the opposite signal. It says that the most important, valuable innovations will be penalized, not rewarded. It tells innovators, don’t bother attacking the most important global problems; instead, throw your investment dollars at the next treatment for erectile disfunction, which will surely earn you a steady return with far less agita. It is worth going back to first principles. What problem are we trying to solve? We have highly efficacious vaccines that we would like to get out to the entire world as quickly as possible to minimize, preventable disease and deaths address atrocious inequities, and enable the reopening of society, trade, and commerce. Hundreds of millions of people have been plunged into poverty over the past year; in the developing world, the pandemic is just getting started. What is the quickest way to get this done? Vaccine manufacturing is not just a recipe; if you attack and undermine the companies that have the know-how, do you really expect they’ll be eager to help you set up manufacturing elsewhere? Is the plan to march into Pfizer and force its staff to redeploy to Costa Rica to build a new factory? Do the U.S. administration or activists care that this decision could take years to negotiate at the World Trade Organization, and will likely be litigated for years thereafter? Does it make sense to eliminate the incentive for private companies to invest in vaccine R&D or in the response to the next health emergency? And if the patent waiver is only temporary and building a factory takes months or years, will anyone bother to do so, even if they could? No, none of it makes sense. Worse still, we could solve the policy problem more easily by harnessing market incentives for the global good by ponying up cash to vaccinate the entire world. No confiscation necessary.

#### Pharma Innovation prevents Extinction – checks new diseases.

Engelhardt 8, H. Tristram. Innovation and the pharmaceutical industry: critical reflections on the virtues of profit. M & M Scrivener Press, 2008 (doctorate in philosophy (University of Texas at Austin), M.D. (Tulane University), professor of philosophy (Rice University), and professor emeritus at Baylor College of Medicine)

Many are suspicious of, or indeed jealous of, the good fortune of others. Even when profit is gained in the market without fraud and with the consent of all buying and selling goods and services, there is a sense on the part of some that something is wrong if considerable profit is secured. There is even a sense that good fortune in the market, especially if it is very good fortune, is unfair. One might think of such rhetorically disparaging terms as "wind-fall profits". There is also a suspicion of the pursuit of profit because it is often embraced not just because of the material benefits it sought, but because of the hierarchical satisfaction of being more affluent than others. The pursuit of profit in the pharmaceutical and medical-device industries is tor many in particular morally dubious because it is acquired from those who have the bad fortune to be diseased or disabled. Although the suspicion of profit is not well-founded, this suspicion is a major moral and public-policy challenge. Profit in the market for the pharmaceutical and medical-device industries is to be celebrated. This is the case, in that if one is of the view (1) that the presence of additional resources for research and development spurs innovation in the development of pharmaceuticals and med-ical devices (i.e., if one is of the view that the allure of **profit is one of the most effective ways not only to acquire resources but productively to direct human energies** in their use), (2) that given the limits of altruism and of the willingness of persons to be taxed, the possibility of profits is necessary to secure such resources, (3) that the allure of profits also tends to enhance the creative use of available resources in the pursuit of phar-maceutical and medical-device innovation, and (4) if one judges it to be the case that such innovation is both necessary to maintain the human species in an ever-changing and always dangerous environment in which new microbial and other threats may at any time emerge to threaten human well-being, if not survival (i.e., that such innovation is necessary to prevent increases in morbidity and mortality risks), as well as (5) in order generally to decrease morbidity and mortality risks in the future, it then follows (6) that one should be concerned regarding any policies that decrease the amount of resources and energies available to encourage such innovation. One should indeed be of the view that the possibilities for profit, all things being equal, should be highest in the pharmaceutical and medical-device industries. Yet, there is a suspicion regarding the pursuit of profit in medicine and especially in the pharmaceutical and medical-device industries.

#### Pharma spills-over – has cascading global impacts that are necessary for human survival.

NAS 8 National Academy of Sciences 12-3-2008 “The Role of the Life Sciences in Transforming America's Future Summary of a Workshop” //Re-cut by Elmer

Fostering Industries to Counter Global Problems The life sciences have applications in areas that range far beyond human health. Life-science based approaches could **contribute to advances in** many industries, from energy production and pollution remediation, to clean manufacturing and the production of new biologically inspired materials. In fact, biological systems could provide the basis for new products, services and industries that we cannot yet imagine. Microbes are already producing biofuels and could, through further research, provide a major component of future energy supplies. Marine and terrestrial organisms extract carbon dioxide from the atmosphere, which suggests that biological systems could be used to help manage climate change. Study of the complex systems encountered in biology is decade, it is really just the beginning.” Advances in the underlying science of plant and animal breeding have been just as dramatic as the advances in genetic can put down a band of fertilizer, come back six months later, and plant seeds exactly on that row, reducing the need for fertilizer, pesticides, and other agricultural inputs. Fraley said that the global agricultural system needs to adopt the goal of doubling the current yield of **crops while reducing key inputs like pesticides, fertilizers, and water** by one third. “It is more important than putting a man on the moon,” he said. Doubling agricultural yields would “change the world.” Another billion people will join the middle class over the next decade just in India and China as economies continue to grow. And all people need and deserve secure access to food supplies. Continued progress will require both basic and applied research, The evolution of life “put earth under new management,” Collins said. Understanding the future state of the planet will require understanding the biological systems that have shaped the planet. Many of these biological systems are found in the oceans, which cover 70 percent of the earth’s surface and have a crucial impact on weather, climate, and the composition of the atmosphere. In the past decade, new tools have become available to explore the microbial processes that drive the **chemistry of the oceans**, observed David Kingsbury, Chief Program Officer for Science at the Gordon and Betty Moore Foundation. These technologies have revealed that a large proportion of the planet’s genetic diversity resides in the oceans. In addition, many organisms in the oceans readily exchange genes, creating evolutionary forces that can have global effects. The oceans are currently under great stress, Kingsbury pointed out. Nutrient runoff from agriculture is helping to create huge and expanding “dead zones” where oxygen levels are too low to sustain life. Toxic algal blooms are occurring with higher frequency in areas where they have not been seen in the past. Exploitation of ocean resources is disrupting ecological balances that have formed over many millions of years. Human-induced changes in the chemistry of the atmosphere are changing the chemistry of the oceans, with potentially catastrophic consequences. “If we are not careful, we are not going to have a sustainable planet to live on,” said Kingsbury. Only by understanding the basic biological processes at work in the oceans can humans live sustainably on earth.

## Case

#### The academy loves their pain narrative – it uses this to “decolonize” education and to recreate a subjugated politics of recognition.

Tuck and Yang 14 Eve Tuck and K. Wayne Yang, "R-words: Refusing research." Humanizing research: Decolonizing qualitative inquiry with youth and communities (2014): 223-248. SJBE

Elsewhere, Eve (Tuck, 2009, 2010) has argued that educational research and much of social science research has been concerned with documenting damage, or empirically substantiating the oppression and pain of Native communities, urban communities, and other disenfranchised communities. Damage-centered researchers may operate, even benevolently, within a theory of change in which harm must be recorded or proven in order to convince an outside adjudicator that reparations are deserved. These reparations presumably take the form of addi- tional resources, settlements, affirmative actions, and other material, political, and sovereign adjustments. Eve has described this theory of change1 as both colonial and flawed, because it relies upon Western notions of power as scarce and concentrated, and because it requires disenfranchised communities to posi- tion themselves as both singularly defective and powerless to make change (2010). Finally, Eve has observed that “won” reparations rarely become reality, and that in many cases, communities are left with a narrative that tells them that they are broken. Similarly, at the center of the analysis in this chapter is a concern with the fixation social science research has exhibited in eliciting pain stories from com- munities that are not White, not wealthy, and not straight. Academe’s demon- strated fascination with telling and retelling narratives of pain is troubling, both for its voyeurism and for its consumptive implacability. Imagining “itself to be a voice, and in some disciplinary iterations, the voice of the colonised” (Simpson, 2007, p. 67, emphasis in the original) is not just a rare historical occurrence in anthropology and related fields. We observe that much of the work of the academy is to reproduce stories of oppression in its own voice. At first, this may read as an intolerant condemnation of the academy, one that refuses to forgive past blunders and see how things have changed in recent decades. However, it is our view that while many individual scholars have cho- sen to pursue other lines of inquiry than the pain narratives typical of their disciplines, novice researchers emerge from doctoral programs eager to launch pain-based inquiry projects because they believe that such approaches embody what it means to do social science. The collection of pain narratives and the theories of change that champion the value of such narratives are so prevalent in the social sciences that one might surmise that they are indeed what the academy is about. In her examination of the symbolic violence of the academy, bell hooks (1990) portrays the core message from the academy to those on the margins as thus: No need to hear your voice when I can talk about you better than you can speak about yourself. No need to hear your voice. Only tell me about your pain. I want to know your story. And then I will tell it back to you in a new way. Tell it back to you in such a way that it has become mine, my own. Re-writing you I write myself anew. I am still author, authority. I am still colonizer the speaking subject and you are now at the center of my talk. (p. 343) Hooks’s words resonate with our observation of how much of social science research is concerned with providing recognition to the presumed voiceless, a recognition that is enamored with knowing through pain. Further, this passage describes the ways in which the researcher’s voice is constituted by, legitimated by, animated by the voices on the margins. The researcher-self is made anew by telling back the story of the marginalized/subaltern subject. Hooks works to untangle the almost imperceptible differences between forces that silence and forces that seemingly liberate by inviting those on the margins to speak, to tell their stories. Yet the forces that invite those on the margins to speak also say, “Do not speak in a voice of resistance. Only speak from that space in the margin that is a sign of deprivation, a wound, an unfulfilled longing. Only speak your pain” (hooks, 1990, p. 343). The costs of a politics of recognition that is rooted in naming pain have been critiqued by recent decolonizing and feminist scholars (Hartman, 1997, 2007; Tuck, 2009). In Scenes of Subjection, Sadiya Hartman (1997) discusses how rec- ognizing the personhood of slaves enhanced the power of the Southern slave- owning class. Supplicating narratives of former slaves were deployed effectively by abolitionists, mainly White, well-to-do, Northern women, to generate portraits of abuse that ergo recognize slaves as human (Hartman, 2007). In response, new laws afforded minimal standards of existence, “making personhood coterminous with injury” (Hartman, 1997, p. 93), while simultaneously authorizing necessary violence to suppress slave agency. The slave emerges as a legal person only when seen as criminal or “a violated body in need of limited forms of protection” (p. 55). Recognition “humanizes” the slave, but is predicated upon her or his abjection. You are in pain, therefore you are. “[T]he recognition of humanity require[s] the event of excessive violence, cruelty beyond the limits of the socially tolerable, in order to acknowledge and protect the slave’s person” (p. 55). Furthermore, Hartman describes how slave-as-victim as human accordingly establishes slave-as-agent as criminal. Applying Hartman’s analysis, we note how the agency of Margaret Garner or Nat Turner can only be viewed as outsider violence that humane society must reject while simultaneously upholding the legitimated violence of the state to punish such outsider violence. Hartman asks, “Is it possible that such recognition effectively forecloses agency as the object of punishment . . . Or is this limited conferral of humanity merely a reinscription of subjugation and pained existence?” (p. 55). As numerous scholars have denoted, many social science disciplines emerged from the need to provide justifications for social hierarchies undergirded by White supremacy and manifest destiny (see also Gould, 1981; Selden, 1999; Tuck & Guishard, forthcoming). Wolfe (1999) has explored how the contoured logic of settler colonialism (p. 5) can be mapped onto the microactivities of anthropology; Guthrie (1976) traces the roots of psychology to the need to “sci- entifically” prove the supremacy of the White mind. The origins of many social science disciplines in maintaining logics of domination, while sometimes addressed in graduate schools, are regularly thought to be just errant or inauspi- cious beginnings—much like the ways in which the genocide of Indigenous peoples that afforded the founding of the Unites States has been reduced to an unfortunate byproduct of the birthing of a new and great nation. Such amnesia is required in settler colonial societies, argues Lorenzo Veracini, because settler colonialism is “characterized by a persistent drive to supersede the conditions of its operation,” (2011, p. 3); that is, to make itself invisible, natural, without ori- gin (and without end), and inevitable. Social science disciplines have inherited the persistent drive to supersede the conditions of their operations from settler colonial logic, and it is this drive, a kind of unquestioning push forward, and not the origins of the disciplines that we attend to now. We are struck by the pervasive silence on questions regarding the contempo- rary rationale(s) for social science research. Though a variety of ethical and procedural protocols require researchers to compose statements regarding the objectives or purposes of a particular project, such protocols do not prompt reflection upon the underlying beliefs about knowledge and change that too often go unexplored or unacknowledged. The rationale for conducting social science research that collects pain narratives seems to be self-evident for many scholars, but when looked at more closely, the rationales may be unconsidered, and some- what flimsy. Like a maritime archaeological site, such rationales might be best examined in situ, for fear of deterioration if extracted. Why do researchers collect pain narratives? Why does the academy want them? An initial and partial answer is because settler colonial ideology believes that, in fiction author Sherril Jaffe’s words, “scars make your body more interesting,” (1996, p. 58). Jaffe’s work of short, short of fiction bearing that sentiment as title captures the exquisite crossing of wounds and curiosity and pleasure. Settler colonial ideology, constituted by its conscription of others, holds the wounded body as more engrossing than the body that is not wounded (though the person with a wounded body does not politically or materially benefit for being more engrossing). In settler colonial logic, pain is more compelling than privilege, scars more enthralling than the body unmarked by experience. In settler colonial ideology, pain is evidence of authenticity, of the verifiability of a lived life. Academe, formed and informed by settler colonial ideology, has developed the same palate for pain. Emerging and established social science researchers set out to document the problems faced by communities, and often in doing so, recircu- late common tropes of dysfunction, abuse, and neglect.