### 1

#### Interpretation: Debaters must not read theoretical justifications for their framework. To clarify, TJFs are bad

#### Violation: they read phil ed, resolvability, real world ed, resource disparities

#### [1]Phil-ed: kills phil ed by forcing a theory debate in framework when we are supposed to be learning about and debating philosophy.

#### [2]Strat skew: TJFs force me to win on both theory and framework to win framework while you may only debate one, extending the other. Kills fairness since I have to engage on different layers with minimal time.

#### [3] Logic – theoertical justifications are bad bc regardless of whether or not the fw is philosopohically coherent tjfs ensure we apply illogical args for debates which kills education because its bad to learn about untrue things and fairness because disregarding rules of logic make it so that we’re unable to come up with argumentation – independently logic outweighs because it’s a litmus test for what counts as an argument in the first place

#### Fairness – debate is a competitive activity that requires fairness for objective evaluation. Outweighs because it’s the only intrinsic part of debate – all other rules can be debated over but rely on some conception of fairness to be justified.

#### Drop the debater – a] deter future abuse and b] set better norms for debate.

#### Competing interps – [b] it creates a race to the top where we create the best possible norms for debate.

#### No RVIs – a] illogical, you don’t win for proving that you meet the burden of being fair, logic outweighs since it’s a prerequisite for evaluating any other argument, b] RVIs incentivize baiting theory and prepping it out which leads to maximally abusive practices c] encourages going all in on theory which deters substantive education

### 2

#### The standard is maximizing expected well-being, or hedonistic act utilitarianism.

#### 1] Neuroscience- pleasure and pain *are* intrinsic value and disvalue – everything else regresses.
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**Pleasure** is not only one of the three primary reward functions but it also **defines reward.** As homeostasis explains the functions of only a limited number of rewards, the principal reason why particular stimuli, objects, events, situations, and activities are rewarding may be due to pleasure. This applies first of all to sex and to the primary homeostatic rewards of food and liquid and extends to money, taste, beauty, social encounters and nonmaterial, internally set, and intrinsic rewards. Pleasure, as the primary effect of rewards, drives the prime reward functions of learning, approach behavior, and decision making and provides the **basis for hedonic theories** of reward function. We are attracted by most rewards and exert intense efforts to obtain them, just because they are enjoyable [10].

Pleasure is a passive reaction that derives from the experience or prediction of reward and may lead to a long-lasting state of happiness. The word happiness is difficult to define. In fact, just obtaining physical pleasure may not be enough. One key to happiness involves a network of good friends. However, it is not obvious how the higher forms of satisfaction and pleasure are related to an ice cream cone, or to your team winning a sporting event. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure [14].

Pleasure as a hallmark of reward is sufficient for defining a reward, but it may not be necessary. A reward may generate positive learning and approach behavior simply because it contains substances that are essential for body function. When we are hungry, we may eat bad and unpleasant meals. A monkey who receives hundreds of small drops of water every morning in the laboratory is unlikely to feel a rush of pleasure every time it gets the 0.1 ml. Nevertheless, with these precautions in mind, we may define any stimulus, object, event, activity, or situation that has the potential to produce pleasure as a reward. In the context of reward deficiency or for disorders of addiction, homeostasis pursues pharmacological treatments: drugs to treat drug addiction, obesity, and other compulsive behaviors. The theory of allostasis suggests broader approaches - such as re-expanding the range of possible pleasures and providing opportunities to expend effort in their pursuit. [15]. It is noteworthy, the first animal studies eliciting approach behavior by electrical brain stimulation interpreted their findings as a discovery of the brain’s pleasure centers [16] which were later partly associated with midbrain dopamine neurons [17–19] despite the notorious difficulties of identifying emotions in animals.

Evolutionary theories of pleasure: The love connection BO:D

Charles Darwin and other biological scientists that have examined the biological evolution and its basic principles found various mechanisms that steer behavior and biological development. Besides their theory on natural selection, it was particularly the sexual selection process that gained significance in the latter context over the last century, especially when it comes to the question of what makes us “what we are,” i.e., human. However, the capacity to sexually select and evolve is not at all a human accomplishment alone or a sign of our uniqueness; yet, we humans, as it seems, are ingenious in fooling ourselves and others–when we are in love or desperately search for it.

It is well established that modern biological theory conjectures that **organisms are** the **result of evolutionary competition.** In fact, Richard Dawkins stresses gene survival and propagation as the basic mechanism of life [20]. Only genes that lead to the fittest phenotype will make it. It is noteworthy that the phenotype is selected based on behavior that maximizes gene propagation. To do so, the phenotype must survive and generate offspring, and be better at it than its competitors. Thus, the ultimate, distal function of rewards is to increase evolutionary fitness by ensuring the survival of the organism and reproduction. It is agreed that learning, approach, economic decisions, and positive emotions are the proximal functions through which phenotypes obtain other necessary nutrients for survival, mating, and care for offspring.

Behavioral reward functions have evolved to help individuals to survive and propagate their genes. Apparently, people need to live well and long enough to reproduce. Most would agree that homo-sapiens do so by ingesting the substances that make their bodies function properly. For this reason, foods and drinks are rewards. Additional rewards, including those used for economic exchanges, ensure sufficient palatable food and drink supply. Mating and gene propagation is supported by powerful sexual attraction. Additional properties, like body form, augment the chance to mate and nourish and defend offspring and are therefore also rewards. Care for offspring until they can reproduce themselves helps gene propagation and is rewarding; otherwise, many believe mating is useless. According to David E Comings, as any small edge will ultimately result in evolutionary advantage [21], additional reward mechanisms like novelty seeking and exploration widen the spectrum of available rewards and thus enhance the chance for survival, reproduction, and ultimate gene propagation. These functions may help us to obtain the benefits of distant rewards that are determined by our own interests and not immediately available in the environment. Thus the distal reward function in gene propagation and evolutionary fitness defines the proximal reward functions that we see in everyday behavior. That is why foods, drinks, mates, and offspring are rewarding.

There have been theories linking pleasure as a required component of health benefits salutogenesis, (salugenesis). In essence, under these terms, pleasure is described as a state or feeling of happiness and satisfaction resulting from an experience that one enjoys. Regarding pleasure, it is a double-edged sword, on the one hand, it promotes positive feelings (like mindfulness) and even better cognition, possibly through the release of dopamine [22]. But on the other hand, pleasure simultaneously encourages addiction and other negative behaviors, i.e., motivational toxicity. It is a complex neurobiological phenomenon, relying on reward circuitry or limbic activity. It is important to realize that through the “Brain Reward Cascade” (BRC) endorphin and endogenous morphinergic mechanisms may play a role [23]. While natural rewards are essential for survival and appetitive motivation leading to beneficial biological behaviors like eating, sex, and reproduction, crucial social interactions seem to further facilitate the positive effects exerted by pleasurable experiences. Indeed, experimentation with addictive drugs is capable of directly acting on reward pathways and causing deterioration of these systems promoting hypodopaminergia [24]. Most would agree that pleasurable activities can stimulate personal growth and may help to induce healthy behavioral changes, including stress management [25]. The work of Esch and Stefano [26] concerning the link between compassion and love implicate the brain reward system, and pleasure induction suggests that social contact in general, i.e., love, attachment, and compassion, can be highly effective in stress reduction, survival, and overall health.

Understanding the role of neurotransmission and pleasurable states both positive and negative have been adequately studied over many decades [26–37], but comparative anatomical and neurobiological function between animals and homo sapiens appear to be required and seem to be in an infancy stage.

Finding happiness is different between apes and humans

As stated earlier in this expert opinion one key to happiness involves a network of good friends [38]. However, it is not entirely clear exactly how the higher forms of satisfaction and pleasure are related to a sugar rush, winning a sports event or even sky diving, all of which augment dopamine release at the reward brain site. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure.

Remarkably, there are pathways for ordinary liking and pleasure, which are limited in scope as described above in this commentary. However, there are **many brain regions**, often termed hot and cold spots, that significantly **modulate** (increase or decrease) our **pleasure or** even produce **the opposite** of pleasure— that is disgust and fear [39]. One specific region of the nucleus accumbens is organized like a computer keyboard, with particular stimulus triggers in rows— producing an increase and decrease of pleasure and disgust. Moreover, the cortex has unique roles in the cognitive evaluation of our feelings of pleasure [40]. Importantly, the interplay of these multiple triggers and the higher brain centers in the prefrontal cortex are very intricate and are just being uncovered.

Desire and reward centers

It is surprising that many different sources of pleasure activate the same circuits between the mesocorticolimbic regions (Figure 1). Reward and desire are two aspects pleasure induction and have a very widespread, large circuit. Some part of this circuit distinguishes between desire and dread. The so-called pleasure circuitry called “REWARD” involves a well-known dopamine pathway in the mesolimbic system that can influence both pleasure and motivation.

In simplest terms, the well-established mesolimbic system is a dopamine circuit for reward. It starts in the ventral tegmental area (VTA) of the midbrain and travels to the nucleus accumbens (Figure 2). It is the cornerstone target to all addictions. The VTA is encompassed with neurons using glutamate, GABA, and dopamine. The nucleus accumbens (NAc) is located within the ventral striatum and is divided into two sub-regions—the motor and limbic regions associated with its core and shell, respectively. The NAc has spiny neurons that receive dopamine from the VTA and glutamate (a dopamine driver) from the hippocampus, amygdala and medial prefrontal cortex. Subsequently, the NAc projects GABA signals to an area termed the ventral pallidum (VP). The region is a relay station in the limbic loop of the basal ganglia, critical for motivation, behavior, emotions and the “Feel Good” response. This defined system of the brain is involved in all addictions –substance, and non –substance related. In 1995, our laboratory coined the term “Reward Deficiency Syndrome” (RDS) to describe genetic and epigenetic induced hypodopaminergia in the “Brain Reward Cascade” that contribute to addiction and compulsive behaviors [3,6,41].

Furthermore, ordinary “liking” of something, or pure pleasure, is represented by small regions mainly in the limbic system (old reptilian part of the brain). These may be part of larger neural circuits. In Latin, hedus is the term for “sweet”; and in Greek, hodone is the term for “pleasure.” Thus, the word Hedonic is now referring to various subcomponents of pleasure: some associated with purely sensory and others with more complex emotions involving morals, aesthetics, and social interactions. The capacity to have pleasure is part of being healthy and may even extend life, especially if linked to optimism as a dopaminergic response [42].

Psychiatric illness often includes symptoms of an abnormal inability to experience pleasure, referred to as anhedonia. A negative feeling state is called dysphoria, which can consist of many emotions such as pain, depression, anxiety, fear, and disgust. Previously many scientists used animal research to uncover the complex mechanisms of pleasure, liking, motivation and even emotions like panic and fear, as discussed above [43]. However, as a significant amount of related research about the specific brain regions of pleasure/reward circuitry has been derived from invasive studies of animals, these cannot be directly compared with subjective states experienced by humans.

In an attempt to resolve the controversy regarding the causal contributions of mesolimbic dopamine systems to reward, we have previously evaluated the three-main competing explanatory categories: “liking,” “learning,” and “wanting” [3]. That is, dopamine may mediate (a) liking: the hedonic impact of reward, (b) learning: learned predictions about rewarding effects, or (c) wanting: the pursuit of rewards by attributing incentive salience to reward-related stimuli [44]. We have evaluated these hypotheses, especially as they relate to the RDS, and we find that the incentive salience or “wanting” hypothesis of dopaminergic functioning is supported by a majority of the scientific evidence. Various neuroimaging studies have shown that anticipated behaviors such as sex and gaming, delicious foods and drugs of abuse all affect brain regions associated with reward networks, and may not be unidirectional. Drugs of abuse enhance dopamine signaling which sensitizes mesolimbic brain mechanisms that apparently evolved explicitly to attribute incentive salience to various rewards [45].

Addictive substances are voluntarily self-administered, and they enhance (directly or indirectly) dopaminergic synaptic function in the NAc. This activation of the brain reward networks (producing the ecstatic “high” that users seek). Although these circuits were initially thought to encode a set point of hedonic tone, it is now being considered to be far more complicated in function, also encoding attention, reward expectancy, disconfirmation of reward expectancy, and incentive motivation [46]. The argument about addiction as a disease may be confused with a predisposition to substance and nonsubstance rewards relative to the extreme effect of drugs of abuse on brain neurochemistry. The former sets up an individual to be at high risk through both genetic polymorphisms in reward genes as well as harmful epigenetic insult. Some Psychologists, even with all the data, still infer that addiction is not a disease [47]. Elevated stress levels, together with polymorphisms (genetic variations) of various dopaminergic genes and the genes related to other neurotransmitters (and their genetic variants), and may have an additive effect on vulnerability to various addictions [48]. In this regard, Vanyukov, et al. [48] suggested based on review that whereas the gateway hypothesis does not specify mechanistic connections between “stages,” and does not extend to the risks for addictions the concept of common liability to addictions may be more parsimonious. The latter theory is grounded in genetic theory and supported by data identifying common sources of variation in the risk for specific addictions (e.g., RDS). This commonality has identifiable neurobiological substrate and plausible evolutionary explanations.

Over many years the controversy of dopamine involvement in especially “pleasure” has led to confusion concerning separating motivation from actual pleasure (wanting versus liking) [49]. We take the position that animal studies cannot provide real clinical information as described by self-reports in humans. As mentioned earlier and in the abstract, on November 23rd, 2017, evidence for our concerns was discovered [50]

In essence, although nonhuman primate brains are similar to our own, the disparity between other primates and those of human cognitive abilities tells us that surface similarity is not the whole story. Sousa et al. [50] small case found various differentially expressed genes, to associate with pleasure related systems. Furthermore, the dopaminergic interneurons located in the human neocortex were absent from the neocortex of nonhuman African apes. Such differences in neuronal transcriptional programs may underlie a variety of neurodevelopmental disorders.

In simpler terms, the system controls the production of dopamine, a chemical messenger that plays a significant role in pleasure and rewards. The senior author, Dr. Nenad Sestan from Yale, stated: “Humans have evolved a dopamine system that is different than the one in chimpanzees.” This may explain why the behavior of humans is so unique from that of non-human primates, even though our brains are so surprisingly similar, Sestan said: “It might also shed light on why people are vulnerable to mental disorders such as autism (possibly even addiction).” Remarkably, this research finding emerged from an extensive, multicenter collaboration to compare the brains across several species. These researchers examined 247 specimens of neural tissue from six humans, five chimpanzees, and five macaque monkeys. Moreover, these investigators analyzed which genes were turned on or off in 16 regions of the brain. While the differences among species were subtle, **there was** a **remarkable contrast in** the **neocortices**, specifically in an area of the brain that is much more developed in humans than in chimpanzees. In fact, these researchers found that a gene called tyrosine hydroxylase (TH) for the enzyme, responsible for the production of dopamine, was expressed in the neocortex of humans, but not chimpanzees. As discussed earlier, dopamine is best known for its essential role within the brain’s reward system; the very system that responds to everything from sex, to gambling, to food, and to addictive drugs. However, dopamine also assists in regulating emotional responses, memory, and movement. Notably, abnormal dopamine levels have been linked to disorders including Parkinson’s, schizophrenia and spectrum disorders such as autism and addiction or RDS.

Nora Volkow, the director of NIDA, pointed out that one alluring possibility is that the neurotransmitter dopamine plays a substantial role in humans’ ability to pursue various rewards that are perhaps months or even years away in the future. This same idea has been suggested by Dr. Robert Sapolsky, a professor of biology and neurology at Stanford University. Dr. Sapolsky cited evidence that dopamine levels rise dramatically in humans when we anticipate potential rewards that are uncertain and even far off in our futures, such as retirement or even the possible alterlife. This may explain what often motivates people to work for things that have no apparent short-term benefit [51]. In similar work, Volkow and Bale [52] proposed a model in which dopamine can favor NOW processes through phasic signaling in reward circuits or LATER processes through tonic signaling in control circuits. Specifically, they suggest that through its modulation of the orbitofrontal cortex, which processes salience attribution, dopamine also enables shilting from NOW to LATER, while its modulation of the insula, which processes interoceptive information, influences the probability of selecting NOW versus LATER actions based on an individual’s physiological state. This hypothesis further supports the concept that disruptions along these circuits contribute to diverse pathologies, including obesity and addiction or RDS.

#### 2] Actor spec—governments must use util because they don’t have intentions and are constantly dealing with tradeoffs—outweighs since different agents have different obligations—takes out calc indicts since they are empirically denied. Deleuze’s theory of individual desire can’t spill up to influencing macropolitical structures.

#### Impact calc – extinction outweighs

#### A] Reversibility- it forecloses the alternative because we can’t improve society if we are all dead and precludes our ability to practically reason

#### B] Structural violence- death causes suffering because people can’t get access to resources and basic necessities

#### C] Objectivity- body count is the most objective way to calculate impacts because comparing suffering is unethical

#### D] Uncertainty- if we’re unsure about which interpretation of the world is true, we should preserve the world to keep debating about it

### 3

#### Covid has supercharged tech innovation but sustained development is key to ensure further development.

Neuwahl Tannen 8/18 Neuwahl Tannen, Janette. “Pandemic Spurs a Burst of Technology Innovation.” University of Miami News and Events, 18 Aug. 2020, news.miami.edu/stories/2020/08/pandemic-spurs-a-burst-of-technology-innovation.html. SJEP

Since the novel coronavirus put its grip on the United States, daily life has changed in countless ways. Those who can, work from home. Those who rarely cooked now have little choice. And the days of enjoying sports events or concerts among a throng of people seem like distant memories. But COVID-19 has been a boon for technology and, according to University of Miami experts, these innovations are destined to transform how we do business and almost every other facet of life—from how we communicate, educate, recreate, and entertain to how we seek medical care, design new homes, and perhaps even choose who we live with. “Tech companies are enabling digital productivity,” said Ernie Fernandez, vice president of information technology and the University’s chief information officer. “And this is not just a temporary COVID-19 response—these companies will continue to provide value in a world where digital technology is going to persist.” Geoff Sutcliffe, a computer science professor, added that amid the unfortunate misery and death, the pandemic has some silver linings. “We are privileged to be living through an industrial revolution, with computing at the core of it,” he said. “Suddenly, this is how we do life and it will change our economic lives completely.” Health care. The health care sector is one area undergoing massive technological growth. Not only are several companies developing contact tracing applications for COVID-19, but the pandemic has dramatically increased the acceptance of telehealth visits. Not long ago, insurance companies refused to reimburse doctors for remote exams conducted over a computer screen, yet COVID-19 has given them no choice, said Sara Rushinek, professor of business technology and health informatics in the Miami Herbert Business School. Beginning with its football team and other student-athletes, the University is the first in the nation to use Tyto Care kits to diagnose or monitor patients who may have been exposed to COVID-19 or who are recovering from the disease. The handheld devices allow health care providers to remotely peer down a person’s throat, inspect their ears, listen to their lungs, and heart, even measure the oxygen in their blood. Rushinek expects the number of such devices that relay patient data to physicians will flourish with time. Nicholas Tsinoremas, who directs the University’s [Institute for Data Science and Computing](https://idsc.miami.edu/) (IDSC), and Yelena Yesha, distinguished visiting professor of computer science, who is serving as IDSC’s chief innovation officer, also see the opportunity for technology to improve health care. “We may still go to the hospital, but there will be a lot of digital therapeutic devices to manage the patient outside of the doctor’s office,” Tsinoremas said. Scientists are also harnessing artificial intelligence to uncover patterns among those infected with COVID-19 and to determine why some people are asymptomatic, why others die, and how the virus interacts with other ailments—such as liver disease—to affect a person’s immune response, Yesha said. Kenneth Goodman, professor of medicine and director of the Miller School of Medicine’s Institute for Bioethics and Health Policy, said the pandemic is fostering an accelerated digitalization of patient health histories and stimulating the creation of tools to allow these records to be shared more easily for both public health and clinical care. “Health system computers need to talk to each other better,” said Goodman, who also co-directs the University’s Ethics Programs and IDSC’s Data Ethics and Society Center. “Systems must become more interoperable; so that patients who move or are transferred can share their records seamlessly and securely.” Education and Business When offices and classrooms shuttered almost overnight, workplaces and school districts were forced to adopt collaborative platforms like Zoom, Blackboard Collaborate, or Microsoft Teams. Once used occasionally, such tools are now almost essential for everyday survival, and they are being updated constantly, experts said. “We are learning that some of the things we were doing are not the best way to have an impact,” Tsinoremas said. “Why get on an airplane, when you can just have a virtual meeting?” Sutcliffe, who has been able to attend several digital conferences this summer and is planning one of his own in October, sees the change as an advantage for students and faculty alike. “They can now attend high-end conferences with experts in their field at a very low cost or sometimes for free,” he said. The growing presence of 5G networking amid the pandemic also could spur an explosion of technological innovation, Tsinoremas said. With more advanced computing and quicker video streaming, co-workers may forgo Zoom and simply meet with 3D avatars of themselves. “It sounds like science fiction, but with a crisis like COVID, this may come much sooner than we all think,” Tsinoremas said. “We can have a virtual meeting, or you could have your own 3-D model there.” In science classes, virtual labs will likely be more interactive, with instructors sharing multiple screens with the students—one with directions and another demonstrating experiments, Tsinoremas pointed out. Many companies and research centers are also improving decision-support software to help humans make more accurate, efficient, and sometimes safer decisions, Goodman said. An example is shown among the features now offered in cars to alert drivers of potential safety hazards. But the software—driven increasingly by machine-learning algorithms—is already improving some physicians’ diagnostic accuracy and might reduce error. “The future will bring an expanded use of computer decision support, which raises difficult ethical issues about whether to—and who should—use those tools,” Goodman said. “Indeed, such software is already transforming science, commerce, and transportation. For instance, autonomous cars are rolling decision-support systems.” Yesha envisions a day when block chain technology, which enables the creation of secure and permanent records of transactions, will protect the nation’s supply chains, many of which were paralyzed at the onset of the pandemic.

#### Violent strike efforts are increasing – they slow innovation, specifically in the tech sector.

Hanasoge 16 [Chaithra; Senior Research Analyst, Market Researcher, Consumer Insights, Strategy Consulting; “The Union Strikes: The Good, the Bad and the Ugly,” Supply Wisdom; April/June 2016 (Doesn’t specifically say but this is the most recent event is cites); <https://www.supplywisdom.com/resources/the-union-strikes-the-good-the-bad-and-the-ugly/>] Justin

The result: Verizon conceded to several of the workers’ demands including hiring union workers, protection against outsourcing of call-center jobs, and employee benefits such as salary hikes and higher pension contributions, among others and thus bringing an end to the strike in June.

The repercussion: The strike witnessed several instances of social disorder, violence and clashes, ultimately calling for third party intervention (Secretary of Labor – Thomas Perez) to initiate negotiations between the parties. Also, as a result of the strike, Verizon reported lower than expected revenues in the second quarter of 2016.

Trade unions/ labor unions aren’t just this millennia’s product and has been in vogue since times immemorial. Unions, to ensure fairness to the working class, have gone on strike for better working conditions and employee benefits since the industrial revolution and are as strong today as they were last century. With the advent of technology and advancement in artificial intelligence, machines are grabbing the jobs which were once the bastion of the humans. So, questions that arise here are, what relevance do unions have in today’s work scenario? And, are the strikes organized by them avoidable?

As long as the concept of labor exists and employees feel that they are not receiving their fair share of dues, unions will exist and thrive. Union protests in most cases cause work stoppages, and in certain cases, disruption of law and order. Like in March 2016, public servants at Federal Government departments across Australia went on a series of strikes over failed pay negotiations, disrupting operations of many government departments for a few days.  Besides such direct effects, there are many indirect effects as well such as strained employee relations, slower work processes, lesser productivity and unnecessary legal hassles.

Also, union strikes can never be taken too lightly as they have prompted major overturn of decisions, on a few occasions. Besides the Verizon incident that was a crucial example of this, nationwide strikes were witnessed in India in March and April this year when the national government introduced reforms related to the withdrawal regulations and interest rate of employee provident fund, terming it as ‘anti-working class’. This compelled the government to withhold the reform for further review. In France, strike against labor law reforms in May turned violent, resulting in riots and significant damage to property. The incident prompted the government to consider modifications to the proposed reforms.

However, aside from employee concerns, such incidents are also determined by a number of other factors such as the country’s political scenario, economy, size of the overall workforce and the unions, history of unionization, labor laws, and culture. For example, it is a popular saying that the French are always on strike as per tradition (although recent statistics indicate a decline in frequency). In a communist government like China, strikes have steadily risen in number. In 2015, China Labor Bulletin (CLB), a Hong Kong-based workers’ rights group recorded 2,700 incidents of strikes and protests, compared to 1,300 incidents in 2014. Most of them have stemmed out of failure by the government to respect the basic rights of employees and address labor concerns.

Interestingly, unions have not been able to gain a strong foothold in the IT-BPO industry. While many countries do have a separate union to represent workers from the sector, incidents of strikes like Verizon have been relatively low.  However, workplace regulations, in addition to other factors mentioned could be a trigger for such incidents, even if on a smaller scale. For example, a recent survey that interviewed several BPO employees in India revealed that while forming a union in the BPO sector was difficult, irksome workplace regulations such as constant surveillance, irregular timings and incentives have prompted employees to express their resentment in smaller ways such as corruption of internal servers and so on.  Such risks are further enhanced in a city like Kolkata, which carries a strong trade union culture.

#### Victories like the aff mobilizes unions in the IT sector.

Vynck et al 21 [Gerrit De; Carleton University, BA in Journalism and Global Politics, tech reporter for The Washington Post. He writes about Google and the algorithms that increasingly shape society. He previously covered tech for seven years at Bloomberg News; Nitashu Tiku; Columbia University, BA in English, New York University, MA in Journalism, Washington Post's tech culture reporter based in San Francisco; Macalester College, BA in English, Columbia University, MS in Journalism, reporter for The Washington Post who is focused on technology coverage in the Pacific Northwest; “Six things to know about the latest efforts to bring unions to Big Tech,” The Washington Post; <https://www.washingtonpost.com/technology/2021/01/26/tech-unions-explainer/>] Justin

In response to tech company crackdowns and lobbying, gig workers have shifted their strategy to emphasize building worker-led movements and increasing their ranks, rather than focusing on employment status as the primary goal, says Veena Dubal, a law professor at the University of California Hastings College of the Law in San Francisco. The hope is that with President Biden in the White House and an even split in the Senate, legislators will mobilize at the federal level, through the NLRA or bills such as the PRO Act, to recognize gig worker collectives as real unions.

#### Technological innovation solves every existential threat – which outweighs.

Matthews 18 Dylan. Co-founder of Vox, citing Nick Beckstead @ Rutgers University. 10-26-2018. "How to help people millions of years from now." Vox. https://www.vox.com/future-perfect/2018/10/26/18023366/far-future-effective-altruism-existential-risk-doing-good

If you care about improving human lives, you should overwhelmingly care about those quadrillions of lives rather than the comparatively small number of people alive today. The 7.6 billion people now living, after all, amount to less than 0.003 percent of the population that will live in the future. It’s reasonable to suggest that those quadrillions of future people have, accordingly, hundreds of thousands of times more moral weight than those of us living here today do. That’s the basic argument behind Nick Beckstead’s 2013 Rutgers philosophy dissertation, “On the overwhelming importance of shaping the far future.” It’s a glorious mindfuck of a thesis, not least because Beckstead shows very convincingly that this is a conclusion any plausible moral view would reach. It’s not just something that weird utilitarians have to deal with. And Beckstead, to his considerable credit, walks the walk on this. He works at the Open Philanthropy Project on grants relating to the far future and runs a charitable fund for donors who want to prioritize the far future. And arguments from him and others have turned “long-termism” into a very vibrant, important strand of the effective altruism community. But what does prioritizing the far future even mean? The most literal thing it could mean is preventing human extinction, to ensure that the species persists as long as possible. For the long-term-focused effective altruists I know, that typically means identifying concrete threats to humanity’s continued existence — like unfriendly artificial intelligence, or a pandemic, or global warming/out of control geoengineering — and engaging in activities to prevent that specific eventuality. But in a set of slides he made in 2013, Beckstead makes a compelling case that while that’s certainly part of what caring about the far future entails, approaches that address specific threats to humanity (which he calls “targeted” approaches to the far future) have to complement “broad” approaches, where instead of trying to predict what’s going to kill us all, you just generally try to keep civilization running as best it can, so that it is, as a whole, well-equipped to deal with potential extinction events in the future, not just in 2030 or 2040 but in 3500 or 95000 or even 37 million. In other words, caring about the far future doesn’t mean just paying attention to low-probability risks of total annihilation; it also means acting on pressing needs now. For example: We’re going to be better prepared to prevent extinction from AI or a supervirus or global warming if society as a whole makes a lot of scientific progress. And a significant bottleneck there is that the vast majority of humanity doesn’t get high-enough-quality education to engage in scientific research, if they want to, which reduces the odds that we have enough trained scientists to come up with the breakthroughs we need as a civilization to survive and thrive. So maybe one of the best things we can do for the far future is to improve school systems — here and now — to harness the group economist Raj Chetty calls “lost Einsteins” (potential innovators who are thwarted by poverty and inequality in rich countries) and, more importantly, the hundreds of millions of kids in developing countries dealing with even worse education systems than those in depressed communities in the rich world. What if living ethically for the far future means living ethically now? Beckstead mentions some other broad, or very broad, ideas (these are all his descriptions): Help make computers faster so that people everywhere can work more efficiently Change intellectual property law so that technological innovation can happen more quickly Advocate for open borders so that people from poorly governed countries can move to better-governed countries and be more productive Meta-research: improve incentives and norms in academic work to better advance human knowledge Improve education Advocate for political party X to make future people have values more like political party X ”If you look at these areas (economic growth and technological progress, access to information, individual capability, social coordination, motives) a lot of everyday good works contribute,” Beckstead writes. “An implication of this is that a lot of everyday good works are good from a broad perspective, even though hardly anyone thinks explicitly in terms of far future standards.” Look at those examples again: It’s just a list of what normal altruistically motivated people, not effective altruism folks, generally do. Charities in the US love talking about the lost opportunities for innovation that poverty creates. Lots of smart people who want to make a difference become scientists, or try to work as teachers or on improving education policy, and lord knows there are plenty of people who become political party operatives out of a conviction that the moral consequences of the party’s platform are good. All of which is to say: Maybe effective altruists aren’t that special, or at least maybe we don’t have access to that many specific and weird conclusions about how best to help the world. If the far future is what matters, and generally trying to make the world work better is among the best ways to help the far future, then effective altruism just becomes plain ol’ do-goodery.

### 4

#### Permissibility and presumption negate – a. the resolution indicates the affirmative is proactive, and permissibility would deny the existence of an obligation b. Statements are more often false than true because any part can be false. This means you negate if there is no offense because the resolution is probably false.

#### The neg burden is to prove that the aff won’t logically happen in the status quo, and the aff burden is to prove that it will.

Top of Form

Bottom of Form

#### Prefer:

#### 1] Text –

#### A] Ought is “used to express logical consequence” as defined by Merriam-Webster

(<http://www.merriam-webster.com/dictionary/ought>) //Massa

#### B] Oxford Dictionary defines ought as “used to indicate something that is probable.”

<https://en.oxforddictionaries.com/definition/ought> //Massa

Neg definition choice- I

#### 2] Debatability – a) it focuses debates on empirics about squo trends rather than irresolvable abstract principles that’ve been argued for years B] moral framework debate is impossible.

Joyce 02 Joyce, Richard. Myth of Morality. Port Chester, NY, USA: Cambridge University Press, 2002. p 45-47.

This distinction between what is accepted from within an institution, and “stepping out” of that institution and appraising it from an exterior perspective, is close to Carnap’s distinction between internal and external questions. 15 Certain **“linguistic frameworks”** (as Carnap calls them) **bring** with them **new** terms and **ways of talking: accepting the language of “things” licenses making assertions** like “The shirt is in the cupboard”; **accepting mathematics allows one to say “There is a prime number greater than one hundred”;** accepting the language of propositions permits saying “Chicago is large is a true proposition,” etc. Internal to the framework in question, confirming or disconfirming the truth of these propositions is a trivial matter. But traditionally **philosophers have interest**ed themselves **in** the external question – **the issue of the adequacy of the framework itself:** “Do objects exist?”, “Does the world exist?”, “**Are there numbers?”,** “Are the propositions?”, etc. Carnap’s argument is that **the** external **question,** as it has been typically construed, **does not make sense. From a perspective that accepts mathematics, the answer to the question “Do numbers exist?” is just** trivially **“Yes.”** From a perspective which has not accepted mathematics, Carnap thinks, the only sensible way of construing the question is not as a theoretical question, but as a practical one: “Shall I accept the framework of mathematics?”, and this pragmatic question is to be answered by consideration of the efficiency, the fruitfulness, the usefulness,etc., of the adoption. But the (traditional) **philosopher’s questions** – “But is mathematics true?”, “Are there really numbers?” – **are pseudo-questions.** By turning traditional philosophical questions into practical questions of the form “Shall I adopt...?”, Carnap is offering a noncognitive analysis of metaphysics. Since I am claiming that we can critically inspect morality from an external perspective – that we can ask whether there are any non-institutional reasons accompanying moral injunctions – and that such questioning would not amount to a “Shall we adopt...?” query, Carnap’s position represents a threat. What arguments does Carnap offer to his conclusion? He starts with the example of the “thing language,” which involves reference to objects that exist in time and space. **To** step out of the thing language and **ask “But does the world exist?” is a mistake,** Carnap thinks, **because the very notion of “existence” is a term which belongs to the thing language, and can be understood only within that framework, “hence this concept cannot be meaningfully applied to the system itself.”** 16 Moving on to the external question “Do numbers exist?” Carnap cannot use the same argument – he cannot say that “existence” is internal to the number language and thus cannot be applied to the system as a whole. Instead he says that philosophers who ask the question do not mean material existence, but have no clear understanding of what other kind of existence might be involved, thus such questions have no cognitive content. It appears that this is the form of argument which he is willing to generalize to all further cases: **persons who dispute** whether propositions exist, **whether properties exist,** etc., do not know what they are arguing over, thus they **are not arguing over the truth of a proposition,** but over the practical value of their respective positions. Carnap adds that this is so because there is nothing that both parties would possibly count as evidence that would sway the debate one way or the other.

#### The resolution is incoherent-

#### 1] Merrian websters defines to as

https://www.merriam-webster.com/dictionary/to

to preposition Save Word To save this word, you'll need to log in. Log In \ tə, tu̇, ˈtü \ Definition of to (Entry 1 of 3) 1a—used as a function word to **indicate movement** or an action or condition suggestive of movement toward a place, person, or thing reached

#### But just governments can’t move to an obligations so rez is incoherent

#### 2] Inherency – either a) the aff is non-inherent and you vote neg on presumption or b) it is and it isn’t logically going to happen.

#### 3] Zeno’s Paradox – to go anywhere, you must go halfway first, and then you must go half of the remaining distance, and half of the remaining distance, and so forth to infinity – thus, motion is impossible because it necessitates traversing an infinite number of spaces in a finite amount of time. If movement is impossible, implimenting a right to strike is impossible since that’s a logical consequence of the resolution

#### 4] in order to say I want to fix x problem, you must say that you want x problem to exist, since it requires the problem exist to solve, which makes any moral attempt inherently immoral.

### Case

#### Reasonability on 1AR shells – 1AR theory is super aff-biased because the 2AR gets to line-by-line every 2NR standard with new answers that never get responded to– reasonability checks 2AR sandbagging by preventing super abusive 1NCs while still giving the 2N a chance.

#### DTA on 1AR shells - They can blow up a blippy 20 second shell to 3 min of the 2AR while I have to split my time and can’t preempt 2AR spin which necessitates judge intervention and means 1AR theory is irresolvable so you shouldn’t stake the round on it.

#### RVIs on 1AR theory – 1AR being able to spend 20 seconds on a shell and still win forces the 2N to allocate at least 2:30 on the shell which means RVIs check back time skew – ows on quantifiaiblity

### Framework

### Offense

#### 1] Strikes are dominating and exercise coercion.

Gourevitch 18 [Alex; Brown University; “The Right to Strike: A Radical View,” American Political Science Review; 2018; [https://sci-hub.se/10.1017/s0003055418000321]](https://sci-hub.se/10.1017/s0003055418000321%5d//SJWen) Justin

\*\*Edited for ableist language

Every liberal democracy recognizes that workers have a right to strike. That right is protected in law, sometimes in the constitution itself. Yet strikes pose serious problems for liberal societies. They involve violence and coercion, they often violate some basic liberal liberties, they appear to involve group rights having priority over individual ones, and they can threaten public order itself. Strikes are also one of the most common forms of disruptive collective protest in modern history. Even given the dramatic decline in strike activity since its peak in the 1970s, they can play significant roles in our lives. For instance, just over the past few years in the United States, large illegal strikes by teachers ~~paralyzed~~ froze major school districts in Chicago and Seattle, as well as statewide in West Virginia, Oklahoma, Arizona, and Colorado; a strike by taxi drivers played a major role in debates and court decisions regarding immigration; and strikes by retail and foodservice workers were instrumental in getting new minimum wage and other legislation passed in states like California, New York, and North Carolina. Yet, despite their significance, there is almost no political philosophy written about strikes.1 This despite the enormous literature on neighboring forms of protest like nonviolence, civil disobedience, conscientious refusal, and social movements.

The right to strike raises far more issues than a single essay can handle. In what follows, I address a particularly significant problem regarding the right to strike and its relation to coercive strike tactics. I argue that strikes present a dilemma for liberal societies because for most workers to have a reasonable chance of success they need to use some coercive strike tactics. But these coercive strike tactics both violate the law and infringe upon what are widely held to be basic liberal rights. To resolve this dilemma, we have to know why workers have the right to strike in the first place. I argue that the best way of understanding the right to strike is as a right to resist the oppression that workers face in the standard liberal capitalist economy. This way of understanding the right explains why the use of coercive strike tactics is not morally constrained by the requirement to respect the basic liberties nor the related laws that strikers violate when using certain coercive tactics.

#### 2] Means to an end: employees ignore their duty to help their patients in favor of higher wages which treats them as a means to an end.

#### 3] The aff homogenizes all strikes as an unconditional right which is unethical.

Loewy 2K, Erich H. "Of healthcare professionals, ethics, and strikes." Cambridge Q. Healthcare Ethics 9 (2000): 513. (Erich H. Loewy M.D., F.A.C.P., was born in Vienna, Austria in 1927 and was able to escape first to England and then to the U.S. in late 1938. He was initially trained as a cardiologist. He taught at Case Western Reserve and practiced in Cleveland, Ohio. After 14 years he devoted himself fully to Bioethics and taught at the University of Illinois for 12 years. In 1996 he was selected as the first endowed Alumni Association Chair of Bioethics at the University of California Davis School of Medicine and has taught there since.) JG

It would seem then that the ethical considerations for workers striking in an industry such as a shoe factory or a chain grocery store are quite different from the ethical considerations for workers in sanitation, police, or fire departments, or for professionals such as teachers or those involved directly in healthcare. Even in the latter “professional” category, there are subtle but distinct differences of “rights” and obligations. However, one cannot conclude that for workers in essential industries strikes are simply ethically not permissible, whereas they are permissible for workers in less essential industries. Strikes, by necessity, injure another, and injuring another cannot be ethically neutral. Injuring others is prima facie ethically problematic—that is, unless a good and weighty argument for doing so can be made, injuring another is not ethically proper. Striking by a worker, in as much as doing so injures another or others, is only a conditional right. A compelling ethical argument in favor of striking is needed as well as an ethical argument in favor of striking at the time and in the way planned. It remains to delineate the conditions under which strikes, especially strikes by workers in essential industries and even more so by persons who consider themselves to be “professionals,” may legitimately proceed and yet fulfill their basic purpose.