### 1NC – Debris

#### Impact turning every part of the 1AC—first, debris making orbits unusable is good.

#### Satellite loss shuts down global fracking

Les Johnson 13, Deputy Manager for NASA's Advanced Concepts Office at the Marshall Space Flight Center, Co-Investigator for the JAXA T-Rex Space Tether Experiment and PI of NASA's ProSEDS Experiment, Master's Degree in Physics from Vanderbilt University, Popular Science Writer, and NASA Technologist, Frequent Contributor to the Journal of the British Interplanetary Sodety and Member of the American Institute of Aeronautics and Astronautics, National Space Society, the World Future Society, and MENSA, Sky Alert!: When Satellites Fail, p. 99-105

Energy, environment, farming, mining, land use. All of these areas and more are now inextricably linked to satellite data and would be devastated should that flow of data stop. Environmental Monitoring Oh how complacent we've become. We take for granted that we will have instant images from space showing a volcanic eruption somewhere in the South Pacific within hours of learning that it happened. When the BP oll spill happened in the Gulf of Mexico in 2010, satellite images were used in conjunction with aircraft and ships to monitor the extent and evolving nature of the spill (Figures 10.1 and 10.2). The data were also used to direct the ships that were attempting to clean up the spill, to warn fishermen of areas in which it would be dangerous to fish, and to generally monitor the extent of the disaster. This is the type of data we get from space in a field known as remote sensing. Remote sensing is, well, exactly what its name implies. With it, you gather data, or sense, usually in the form of electromagnetic radiation (light), remotely - that is, you are not physically touching what you are looking at. Satellite remote sensing began shortly after we began launching satellites and many industries are now totally dependent upon having the capability. We use satellites, like the venerable Landsat series, to study the Earth m unprecedented detail. Since 1972, Landsat satellites have taken millions of high resolution images of the Earth's surface, allowing comprehensive studies of how the land has changed due to human intervention (deforestation, agriculture, settlement, etc.) and natural processes (desertification, floods, etc.). The best way to understand how useful Landsat and similar data can be to governments at all levels is best illustrated by looking at 14then and now" photographs. For example, Africa's Lake Chad has been shrinking for 40 years, as the desert has encroached on this once plentiful inland freshwater lake. Forty years ago, there were about 15,000 square miles of water within the lake. Now, it is less than 500 square miles (Figure 10.3) [1]. And what is the practical side of this particular bit of information? Governments use this type of satellite imagery to avoid human tragedy. Hundreds of thousands of people, if not millions, depend upon the waters of Lake Chad for agriculture, industry, and personal hygiene. With the lake going dry, how has this impacted on their livelihoods, their families, and their very lives? The European Space Agency (ESA) is freely providing satellite data to developing countries as they search for new sources of drinking water. For example, ESA assessed data obtained from space over Nigeria to find over 90 new freshwater sources within that country. After ground teams visited the new sites, all were confirmed to contain fresh water. This was no accident. These were satellites with sensors developed for just such purposes in mind [2]. Desertification is but one example of changing climates affecting people's everyday lives. What about more direct observations of our impact on the planet? Figures 10.4 and 10.5 show the scarring of the Earth's surface as a result of surface mining in West Virginia. This is not a polemic against mining; rather, it is an observation that we can use satellite imagery to monitor such mining and be mindful of its impact on the environment. Other than taking pictures of surface features, like lakes and open pit mines, how are satellites monitoring the Earth's changing climate? In just about every way, by: monitoring global land, sea, and atmospheric temperatures; measuring yearly average rainfall amounts just about everywhere on the globe; measuring glaciation rates; measuring sea surface heights; and more. Remote sensing is more than taking pictures of the Earth in the visible part of the spectrum. We can learn a great deal from looking at part of the spectrum that our eyes cannot see - but our instruments can. Shown in Figure 10.6 is a composite image of the Earth's surface showing the average land-surface temperature at night. The data came from two NASA satellites, Terra and Aqua, as they orbit the Earth in a polar orbit. (This means that they circle the Earth from top to bottom, passing over both the North and South Poles with each complete orbit.) Terra's orbit is such that it passes from the north to the south across the equator in the morning; Aqua passes south to north over the equator in the afternoon. Taken together, they observe the Earth's surface in its entirety every two days. Data sets such as this exist for just about any day of the year and can show either night-time lows or daytime highs. By looking in different parts of the spectrum, like the infrared light discussed above, we can make observations as described in Table 10.1. Pollution Monitoring As emerging countries industrialize, they also become polluters. Many of these countries are not exactly forthright about releasing air-pollution details to the media, so much of our awareness of the rising pollution there is anecdotal - typically m the form of stories told by people who have visited these countries and seen the extreme pollution at first hand. This, by the way, is not exactly scientific. Using satellites, and not relying on either the governments in question or second-hand stories, we can accurately assess the pollution levels there and elsewhere. Using satellite images to measure the amount of light absorbed or blocked by fine particulates in the atmosphere, otherwise known as air pollution, you can determine not only what the airborne pollutant might be, but also its size. And, by looking at the overall light blockage, an accurate estimate of the amount of pollution in the air can also be made. Recent studies show that many of these countries are covered in a pollution cloud that countries in the developed world would deem extremely harmful. And how do we know this with scientific certainty? From satellite measurements. Energy Production The recent boom in the production of shale oil in the United States and elsewhere is due in large part to the identification and geolocation of promising geologic formations for test drilling and fracking. "Fracking" is a somewhat new term that comes from the phrase "hydraulic fracturing". In fracking, massive amounts of previously unusable reservoirs of oil and natural gas are released for capture, sale, and transport from deposits deep within the Earth - many located at least a mile below the surface. In the United States alone, there may be as much as 750 trillion cubic feet of natural gas within shale deposits releasable by fracking [3]. How do energy companies know where to look for these deposits? In large part, by analyzing satellite imagery. According to Science Daily (26 February 2009), a new map of the Earth's gravitational field based on satellite measurements makes it much less resource intensive to find new oil deposits. The map will be particularly useful as the ice melts in the oil-rich Arctic regions. The easy-to-find oilfields have already been found. To fuel the growing world economy, those harder-to-find deposits must be located and tapped - which is why satellite imagery is so important. Take away this and other satellite-dependent techniques of oil and gas exploration and the world economy will feel the impact through higher oil and natural gas prices.

#### Fracking makes extinction inevitable---try-or die to shut it off

Rev. Mac Legerton 18, Co-Founder and Executive Director of the Center for Community Action, Member of the Board of Directors of the NC Climate Solutions Coalition, Member of the Board of Directors of the Windcall Institute, “Will The U.S. Blaze A Trail To Mass Extinction?”, APPPL News, 1/15/2018, https://www.apppl.org/news/will-the-u-s-blaze-a-trail-to-mass-extinction/

As an elder, I now realize that there is even a greater threat to humanity and life on Earth than nuclear war—though, unlike a nuclear exchange, this threat is a slow-motion catastrophe. Can you guess what it is? Here’s a clue: it is something with which most people don’t have a personal relationship. Tragically, some persons remain in total denial of its validity, much less its present danger. And that’s the problem – that’s why this threat needs to be more seriously addressed on the local, state, national, and international level.

What is it? It’s the slow-motion but rapidly growing catastrophe of climate change. There’s now good news amidst this seemingly overwhelming challenge. But the answer may surprise you. Today we know what is the #1 preventable cause of climate change. It’s not coal, it’s not nuclear, and it’s not oil and gasoline. It’s actually the use of the very fuel that is touted as being cleaner, greener, and cheaper than all the rest. This fuel is called “Natural Gas”.

Let’s start with its name – “Natural Gas”. What is “natural gas”? There’s actually nothing “natural” about it when it is forcibly extracted from the ground through hydraulic fracturing, commonly known as “fracking”. When something is forcibly ruptured from deep within the earth with the use of toxic chemicals, the last name you would use for it is “natural”.

Fracking disrupts the geologic fault lines causing earthquakes, uses millions of gallons of fresh water that becomes permanently poisoned by unknown, cancer-producing chemicals added to it, creates air pollution during the drilling process, increases the risk of injury and explosions, raises major health risks to both people and place in close proximity to it, and changes the nature of both neighborhoods and landscapes. Fracking also leaves a massive carbon footprint of drilling wells as deep as 8,000 feet and then drilling horizontally over 10,000 feet; On top of all this, it leaks major amounts of gas into the environment.

So, what is this gas? It is 90-95% methane gas which is a hydrocarbon compound made up of one carbon atom and four hydrogen atoms (CH4). It releases carbon into the atmosphere and produces carbon dioxide (C02) just like coal does when it is burned. Methane is not its trace element–it is its undisputed compound of this fossil fuel product. If a compound is 90-95% of a product, it makes sense to call it by that name. Doesn’t it? Well, actually not if you want people to believe and think that it is something that it is not. It is un-natural methane gas produced under massive and highly toxic pressure and hazardous conditions.

Now that we know what this gas is, what does it do to the atmosphere and climate that is so dangerous? This hydrocarbon has properties that block the radiation of heat from Earth’s surface 100 times more effectively than CO2 (released from burning coal) during its first 10 years of release and 86 times more effectively in its first 20 years. Because of the climate emergency underway, the first 10 or 20 years matter most.

When utility companies and the larger fossil fuel companies state that they are committed to lowering carbon emissions, this just isn’t true. They are radically escalating the most dangerous and worst of all fossil fuels in relation to its impact on the climate. Now the industry wants to expand production of methane gas all over the world by calling it “the most environmentally friendly fossil fuel”and a “bridge fuel” that we can safely use until we transition to 100% renewable energy sources.

Why would a major business industry want to call its product by another name? Perhaps for the same reason that the tobacco industry did not like the term “coffin nails” or “cancer sticks” for cigarettes. Honestly, there’s a striking similarity between what are called cigarettes and natural gas. When both were produced and named, their harm was not fully known. Once the industries promoting them learned of their significant harm, they did everything they could to hide this knowledge from the public. They even hired scientists to deny their dangers. The tobacco industry was eventually sued, the truth was acknowledged, and billions of dollars were paid out in the tobacco settlement.

This same scenario that occurred with the tobacco industry needs to occur with methane gas and the fossil fuel industry. The major difference in these two scenarios is that that this fossil fuel product doesn’t just threaten the lives of individuals who voluntarily breathe it in – it threatens the lives of not only every human being, but also all life on the planet. The outcome of this scenario needs to be a moratorium and eventual end to all use of methane gas as an energy source. For the sake of all of us, our communities, and world, the sooner the better. This abomination is different. There is no time to waste.

#### Loss of satellites shuts down drones

Daniel Ventre 11, Engineer for CNRS and Researcher for CESDIP, Cyberwar and Information Warfare, p. 198-199

The introduction of cyberspace operations is part of a specific context; a major evolution in the operation environment and the nature of the conflicts, which make irregular wars the rule, and make regular actors the exception to the rule. But the battle against unconventional, non-state governed, irregular actors raises specific problems: there are multiple actors, unpredictable at that, who do not abide by the same rules. New orders in conflicts are imposing the implementation of an ever more important need for information, and information collection and processing. Networks now have an incredible importance. The document refers to the growing threats against American heritage: the USA is a target and the increasing amount of attacks against their networks is indeed the proof of this. There are many obstacles which need to be removed before they can achieve real superiority and freedom to act, especially as vulnerable points may originate within the very operations of the armed forces. An example of this is the vulnerability of using products (software and hardware), commercial products (off-the-shelf), and sometimes even foreign products123. This brings to mind the fact that the US Air Force uses commercial, even foreign, applications for its cyberspace operations.

Information space extends to space124, particularly via communication and observation satellites125. Satellites are the keystone to the cyberspace and communication systems, but also the security system: monitoring (Echelon network is the symbol), observation, communication. These are at the heart of the C4ISR systems, without which a concept such as network-centric warfare could not exist. There would be no drones without satellites. It is even a question of extending the Internet to extra-atmospheric space. Projects in this vein (Interplanetary Networks) were being formed in the 1990s, but ran into several technical difficulties (delays in important transmissions due to high distances and costs) [GEL 06]. NASA dedicates a few pages on its website to this project126. The development of communication systems based on the infrastructures in extra-atmospheric space will also raise questions for legal, geopolitical and geostrategic domains: questions of seizing this space, questions of regulation of human activity in this space, of sovereignty, new territoriality and independence.

#### Drone prolif is inevitable and causes global nuclear war

Dr. Michael C. Horowitz 19, Professor of Political Science at University of Pennsylvania, NDT Champion from Emory University, PhD in Government from Harvard University, Adjunct Senior Fellow at the Center for a New American Security, “When Speed Kills: Autonomous Weapon Systems, Deterrence, and Stability”, 5/2/2019, https://papers.ssrn.com/sol3/papers.cfm?abstract\_id=3348356

Thus, the reason to deploy autonomous systems would have to be their reliability and effectiveness rather than signaling. And giving up human control to algorithms in a crisis that could end with global nuclear war would require an extremely high level of perceived reliability and effectiveness. Few things are more important to militaries in crisis situations than informational awareness and control over decisions, and there might be fear that autonomous systems are prone to accidents.

This counterfactual illustrates that the development and deployment of lethal autonomous weapon systems by national militaries, if it occurs, is unlikely to have simple, easy, and linear consequences. Instead, human factors, including the psychological desire for control and organizational politics, will strongly shape how militaries think about developing and using LAWS. This will not just influence the potential for arms races in peacetime, but deterrence and wartime stability due to the organizational processes militaries implement for the deployment and use of autonomous systems on the battlefield.

This paper draws on research in strategic studies and examples from military history to assess how LAWS could influence the development and deployment of military systems, including arms races, crisis stability, and wartime stability, especially the risk of escalation. It also discusses the potential for arms control. It focuses on these questions through the lens of key characteristics of LAWS, especially the potential for increased operational speed and, simultaneously, less human control over battlefield choices. One of the primary attractions of autonomous systems, even compared to remotely piloted systems, is the potential to operate at machine speed. Another potential benefit is the possibility of machine-like accuracy in following programming, but that comes with a potential downside: the loss of control and the accompanying risk of accidents, adversarial spoofing, and miscalculation. Even if LAWS malfunction at the same rate as humans in a given scenario, the ability of operators to control the impact of those malfunctions may be lower, which could make LAWS less predictable on the battlefield. The paper then examines how these issues interact with the large uncertainty parameter associated with AI-based military capabilities at present, both in terms of the range of the possible and the opacity of their programming.

The results highlight several critical issues surrounding the development and deployment of LAWS.1 First, the desire to fight at machine speed with autonomous systems, while making a military more effective in a conflict, could increase crisis instability. As countries fear losing conflicts faster, it will generate escalation pressure, including an increased incentive for first strikes. Second, in addition to the actual risk of accidents and miscalculation from LAWS, the fear of accidents and losing control of autonomous systems could limit the willingness of militaries to deploy them, particularly since many militaries are conservative when it comes to emerging technologies and have high standards for system reliability. Third, the dual-use, or even general purpose, character of the basic science underlying many autonomous systems will make the technology hard to control, giving many countries and actors access to basic algorithms, though whether this is described as diffusion, proliferation, or an arms race will depend on political dynamics as much as anything.

Finally, multiple uncertainty parameters concerning lethal autonomous weapon systems could exacerbate security dilemmas. Uncertainty over the range of the possible concerning the programming of lethal autonomous weapon systems will increase fear of those systems in the near term, making restraint less likely for competitive reasons. Moreover, the inherent differences between remotely piloted systems and LAWS at the platform level come from software, not hardware. There is arguably an inherent opacity to lethal autonomous weapon systems. If an arms race over lethal autonomous weapon systems occurs, it will likely be because of worse-case assumptions about capability development by potential adversaries.

What is Autonomy or Artificial Intelligence?

Artificial intelligence is the use of computing power, in the form of algorithms, to conduct tasks that previously required human intelligence.2 Artificial intelligence in this context is best thought of as an umbrella technology or enabler, like the combustion engine or electricity. Military applications of artificial intelligence are potentially broad – from image recognition for surveillance to more efficient logistics to battle management.3 These include both non-kinetic applications, including in the cyber realm, as well as kinetic applications.4 One potential application of artificial intelligence is through armed autonomous systems that could be deployed on the battlefield, or what are most popularly called lethal autonomous weapon systems or lethal autonomous weapon systems. This differs from remotely-piloted systems where a human, though at a distance, still operates a given vehicle or system.

What is a lethal autonomous weapon system? While simple to describe on first glance, and easy to understand in the extreme – an armed humanoid robot with extremely broad programming making decisions about engaging in warfare – drawing the line between a lethal autonomous weapon system and other weapon systems is complex. In Directive 3000.09, published in 2012, the US Department of Defense defines an autonomous weapon as “A weapon system that, once activated, can select and engage targets without further intervention by a human operator.”5 What it means to select and engage a target is not entirely clear, however. For example, homing munitions, which have existed since World War II, select and engage targets, according to a common sense understanding of the terms.6

Exactly what functions are autonomous also matters. A system could have automatic piloting, for example, that flies or drives a platform to a target, but still have complete human control over the use of the weapon. That would be a system with a high level of automation, though not a lethal autonomous weapon system according to most perspectives. Heather Roff measures the level of autonomy in a weapon system based on three subcomponents: self-mobility, self-direction, and self-determination. This helps distinguish systems where there might be autonomy concerning the best way a missile should get to a target, but the target itself is designated by a person fromsystems where an algorithm might be making higher-level engagement decisions.7 There are already some applications of limited machine autonomy in military systems, with the most prominent example being the automatic mode present on many Close-In Weapon Systems (CIWS), such as the Phalanx, used to defend ships and incoming missiles from attack.8

This article will not resolve the definitional debate surrounding lethal autonomous weapon systems, which is still ongoing in meetings of the Group of Governmental Experts focused on lethal autonomous weapon systems in the United Nations Convention on Certain Conventional Weapons. Provisionally, this article adopts the Scharre and Horowitz definition that a lethal autonomous weapon system is “[A] weapon system that, once activated, is intended to select and engage targets where a human has not decided those specific targets are to be engaged.”9 However, moving beyond the close cases (e.g. particular types of missile guidance systems) and considering those weapon systems that clearly use machine intelligence to search for, select, and/or engage targets can help clarify what is at stake in this debate in the first place.10 After all, if most militaries most of the time would not have any need for lethal autonomous weapon systems, or those systems have significant disadvantages relative to remotely-piloted military robotics or soldiers on the battlefield, the stakes are lower. In contrast, if the integration of machine intelligence with military systems could give countries or violent non-state actors a significant advantage in how they employ force, it becomes even more crucial to engage the topic.

It is important to note that this article does not address concerns about existential risk related to artificial general intelligence – the fear that a superintelligence could decide to destroy the human race, either because it decides humans are malign or because humans program it to achieve a goal it can only accomplish by destroying humans.11 The existential risk issue associated with artificial intelligence is not necessarily closely coupled to military applications of artificial intelligence. If a super-intelligent machine learning system has the ability to take over human society in the interest of a goal – any goal – whether autonomous systems at much smaller orders of magnitude already exist in military systems will likely be unimportant. The super-intelligent system would simply create what it needed.

Why Invest in Autonomous Systems?

Militaries are already increasing their investments in remotely-piloted robotic systems. From UAVs such as the MQ-9 Reaper (United States) to uninhabited surface vehicles (USVs) such as the Guardium (Israel) to uninhabited ground vehicles (UGV) such as Platform-M (Russia), militaries around the world are investing in remotely piloted platforms, some of which can carry weapons. In these systems, human control over the use of force is not fundamentally different from the use of force with inhabited systems. In some cases, such as the MQ-9 Reaper, the sensor system a drone pilot uses to launch a weapon might even be the same sensor system a pilot in the cockpit of an inhabited fighter uses. Using remotely piloted systems gives militaries the ability to reduce the risk to their own soldiers while still projecting power in similar ways to how they used force previously.12 The first places militaries are likely to use kinetic lethal autonomous weapon systems include relatively “clear” environments such as air-to-air combat or naval combat, especially in geographic arenas where civilians are extremely unlikely to be present.13

#### Drolif means every hotspot goes nuclear.

Zenko and Kreps, PhDs, 14 \*Micah - Douglas Dillon fellow in the Center for Preventive Action at the Council on Foreign Relations, PhD in political science from Brandeis University; \*Sarah - Stanton nuclear security fellow at the Council on Foreign Relations, assistant professor in the department of government and an adjunct professor at Cornell Law School, BA from Harvard University, MSc from Oxford University, and PhD from Georgetown University; “Limiting Armed Drone Proliferation," Council on Foreign Relations, June 2014, http://aspheramedia.com/wp-content/uploads/2014/12/Limiting\_Armed\_Drone\_Proliferation\_CSR69.pdf

The inherent advantages of drones will not alone make traditional interstate warfare more likely—such conflicts are relatively rare anyway, with only one active interstate conflict in both 2012 and 2013.20 Nor will the probable type, quantity, range, and lethality of armed drones that states possess in coming decades make a government more likely to attempt to defeat an opposing army, capture or control foreign territory, or remove a foreign leader from power. However, misperceptions over the use of armed drones increase the likelihood of militarized disputes with U.S. allies, as well as U.S. military forces, which could lead to an escalating crisis and deeper U.S. involvement. Though surveillance drones can be used to provide greater stability between countries by monitoring ceasefires or disputed borders, armed drones will have destabilizing consequences. Arming a drone, whether by design or by simply putting a crude payload on an unarmed drone, makes it a weapon, and thereby a direct national security threat for any state whose border it breaches. Increased Frequency of Interstate and Intrastate Force For the United States, drones have significantly reduced the political, diplomatic, and military risks and costs associated with the use of military force, which has led to a vast expansion of lethal operations that would not have been attempted with other weapons platforms. Aside from airstrikes in traditional conflicts such as Libya, Iraq, and Afghanistan—where one-quarter of all International Security Assistance Force (ISAF) airstrikes in 2012 were conducted by drones—the United States has conducted hundreds in non-battlefield settings: Pakistan (approximately 369), Yemen (approximately 87), Somalia (an estimated 16), and the Philippines (at least 1, in 2006).21 Of the estimated 473 non-battlefield targeted killings undertaken by the United States since November 2002, approximately 98 percent were carried out by drones. Moreover, despite maintaining a “strong preference” for capturing over killing suspected terrorists since September 2011, there have been only 3 known capture attempts, compared with 194 drone strikes that have killed an estimated 1,014 people, 86 of whom were civilians.22 Senior U.S. civilian and military officials, whose careers span the pre– and post–armed drone era, overwhelmingly agree that the threshold for the authorization of force by civilian officials has been significantly reduced. Former secretary of defense Robert Gates asserted in October 2013, for example, that armed drones allow decision-makers to see war as a “bloodless, painless, and odorless” affair, with technology detaching leaders from the “inevitably tragic, inefficient, and uncertain” consequences of war.23 President Barack Obama admitted in May 2013 that the United States has come to see armed drones “as a cure-all for terrorism,” because they are low risk and instrumental in “shielding the government” from criticisms “that a troop deployment invites.”24 Such admissions from leaders of a democratic country with a system of checks and balances point to the temptations that leaders with fewer institutional checks will face. President Obama and his senior aides have stated that the United States is setting precedents with drones that other states may emulate.25 If U.S. experience and Obama’s cautionary words are any guide, states that acquire armed drones will be more willing to threaten or use force in ways they might not otherwise, within both interstate and intrastate contexts. States might undertake cross-border, interstate actions less discriminately, especially in areas prone to tension. As is apparent in the East and South China Seas, nationalist sentiments and the discovery of untapped, valuable national resources can make disputes between countries more likely. In such contested areas, drones will enable governments to undertake strike missions or probe the responses of an adversary—actions they would be less inclined to take with manned platforms. According to the Central Intelligence Agency (CIA), there are approximately 430 bilateral maritime boundaries, most of which are not defined by formal agreements between the affected states.26 Beyond the cases of East Asia, other cross-border flashpoints for conflict where the low-risk proposition of drone strikes would be tempting include Russia in Georgia or Ukraine, Turkey in Syria, Sudan within its borders, and China on its western periphery. In 2013, a Chinese counternarcotics official revealed that his bureau had considered attempting to kill a drug kingpin named Naw Kham, who was hiding in a remote region in northeastern Myanmar, by using a drone carrying twenty kilograms of dynamite. “The plan was rejected, because the order was to catch him alive,” the official recalled.27 With armed drones, China might make the same calculation that the United States has made—that killing is more straightforward than capturing—in choosing to target ostensibly high-threat individuals with drone strikes. China’s demonstrated willingness to employ armed drones against terrorists or criminals outside its borders could directly threaten U.S. allies in the region, particularly if the criterion China uses to define a terrorist does not align with that of the United States or its allies. Domestically, governments may use armed drones to target their perceived internal enemies. Most emerging drone powers have experienced recent domestic unrest. Turkey, Russia, Pakistan, and China all have separatist or significant opposition movements (e.g., Kurds, Chechens, the Taliban, Tibetans, and Uighurs) that presented political and military challenges to their rule in recent history. These states already designate individuals from these groups as “terrorists,” and reserve the right to use force against them. States possessing the lower risk—compared with other weapons platforms—capability of armed drones could use them more frequently in the service of domestic pacification, especially against time-sensitive targets that reside in mountainous, jungle, or other inhospitable terrain. Compared with typical methods used by military and police forces to counter insurgencies, criminals, or terrorists—such as ground troops and manned aircraft— unmanned drones provide significantly greater real-time intelligence through their persistent loiter time and responsiveness to striking an identified target. Increased Risk of Misperception and Escalation Pushing limits in already unstable regions is complicated by questions raised regarding rules of engagement: how would states respond to an armed drone in what they contend is their sovereign airspace, and how would opposing sides respond to counter-drone tactics? Japanese defense officials claim that shooting down Chinese drones in what Japan contends is its airspace is more likely to occur than downing manned aircraft because drones are not as responsive to radio or pilot warnings, thereby raising the possibility of an escalatory response.28 Alternatively, Japan might misidentify a Chinese manned fighter as an advanced drone and fire on it, especially if the aircraft’s radar signature is not sufficiently distinctive or if combat drones routinely fly over the disputed area. Thus, the additional risks associated with drone strikes, combined with the lack of clarity on how two countries would react to an attempted downing of a drone, create the potential for miscalculation and subsequent escalation. As U.S. Air Force commanders in South Korea noted, a North Korean drone equipped with chemical agents would not have to kill many or even any people on the peninsula to terrorize the population and escalate tensions.29 This scenario points to the spiraling escalatory dynamic that could be repeated—likely intensified in the context of armed drones—in other tension-prone areas, such as the Middle East, South Asia, and Central and East Africa, where the mix of low-risk and ambiguous rules of engagement is a recipe for escalation. Not all of these contingencies directly affect U.S. interests, but they would affect treaty allies whose security the United States has an interest in maintaining. Compared with other weapons platforms, current practice repeatedly demonstrates that drones make militarized disputes more likely due to a decreased threshold for the use of force and an increased risk of miscalculation. Increased Risk of Lethality The proliferation of armed drones will increase the likelihood of destabilizing or devastating one-off, high-consequence attacks. In March 2013, Senator Dianne Feinstein (D-CA) observed of drones: “In some respects it’s a perfect assassination weapon. . . . Now we have a problem. There are all these nations that want to buy these armed drones. I’m strongly opposed to that.”30 The worst-case contingency for the use of armed drones, albeit an unlikely circumstance, would be to deliver weapons of mass destruction. Drones are, in many ways, the perfect vehicle for delivering biological and chemical agents.31 A WMD attack, or even the assassination of a political leader, another troubling though unlikely circumstance, would have tremendous consequences for regional and international stability. Deterring such drone-based attacks will depend on the ability of the United States and other governments to accurately detect and attribute them. Technical experts and intelligence analysts disagree about the extent to which this will be possible, but the difficulties lie in the challenges of detecting drones (they emit small radar, thermal, and electron signatures, and can fly low), determining who controlled it (they can be programmed to fly to a preset GPS coordinate), or assigning ownership to a downed system (they can be composed of commercial, off-the-shelf components).32 It is equally noteworthy that civilian officials or military commanders have almost always used armed drones in ways beyond their initially intended applications. Drones do not simply fulfill existing mission requirements; they create new and unforeseen ones, and will continue to do so in the future. Furthermore, U.S. officials would be misguided to view future uses of armed drones solely through the prism of how the United States has used them—for discrete military operations in relatively benign air-defense environments. The potential for misperception is compounded by the fact that few governments seeking or acquiring armed drones have publicly articulated any strategy for how they will likely use them. Conversely, the uncertainty about how other countries will use drones provides the United States with an opportunity to shape drone doctrines, especially for U.S. allies interested in procuring drones from U.S. manufacturers.

#### Internet doesn’t need satellites

Jim Grupé 19, Former Technical Consultant and Strategic Planner at Federal Government of the United States, 40+ years as an Engineer, Mostly “Systems Level”, “Would The Internet Still Function If All Satellites Were Destroyed?”, Quora, 2/16/2019, https://www.quora.com/Would-the-internet-still-function-if-all-satellites-were-destroyed

The internet rarely uses satellites. That’s because a satellite link is slow, and the internet automatically prioritizes fast connections. The only time a satellite link would be in the path is an island that didn’t have a cable connection to the mainland nearby.

#### Loss of satellites will shut down terrestrial mining

Les Johnson 13, Deputy Manager for NASA's Advanced Concepts Office at the Marshall Space Flight Center, Co-Investigator for the JAXA T-Rex Space Tether Experiment and PI of NASA's ProSEDS Experiment, Master's Degree in Physics from Vanderbilt University, Popular Science Writer, and NASA Technologist, Frequent Contributor to the Journal of the British Interplanetary Society and Member of the American Institute of Aeronautics and Astronautics, National Space Society, the World Future Society, and MENSA, Sky Alert!: When Satellites Fail, p. 105

Resource Location

Looking for rare minerals to be mined for our many gadgets, household appliances, and industrial machines? Soil type is often a strong indicator of whether or not underground deposits of metals and minerals are located. By using satellite data to identify promising surface structural features and different soil types, mining companies can better identify promising mining locations, wasting less time and effort in finding the best places to obtain much-needed industrial resources. Without satellite images, the finding and assessment of promising new mines would grind to a halt as the industries retooled back into the days of much slower and labor-intensive field surveys (but without GPS!).

#### Amazon mining will cause extinction

Charito Ushiñahua 11, Anthropologist Working for the Preservation of Indigenous Amazonian Cultures, “Yanomami Indians: The Fierce People?”, http://www.amazon-indians.org/yanomami.html

A mineralogical survey of the northern Amazon by the Brazilian government in 1975 revealed the presence of gold ore in the Roraima region of Brazil. By the early 1980's, miners in search of gold began invading the Yanomami territory in Brazil and by 1987 it had become a full-fledged gold rush. Over 30,000 prospectors entered Yanomami lands and established over a hundred clandestine mining operations. The resulting massacres and diseases brought by these invaders is estimated to have caused the death of over 2,000 Yanomami. One of the problems with gold mining is the environmental destruction it causes. In order to separate gold from rocks and soil, mercury is used. Mercury in the rivers and streams bio-accumulates and permeates the entire ecosystem. The mercury accumulates in predators and hunters (such as the Yanomami) higher up the food chain and creates a neurotoxin that causes birth defects and abnormal child development. The Yanomami have had increased child mortality rates while their birth rates have declined putting their very existence into risk. Moreover, malaria increased in the area due to the stagnant pools left by the miners that increase the mosquito populations that are vectors of the disease. Some have estimated that malaria is responsible for the deaths of about 13% of the Yanomami population every year. However, the negative influence of the miners extends beyond physical health. Their introduction of alcohol and other western goods has had an immense negative effect on Yanomami society itself.

In response to the crisis created by the gold miners, in 1992 the Yanomami territory was protected by the Brazilian government by creating a federal indigenous reserve. However, the gold miners were not happy about the creation of the reserve and in July, 1993, a group of miners tried to exterminate an entire village in what has become to be known as the "Haximu Massacre." At lease 16 Yanomami were killed in what many have called genocide. Some of the miners were tried and convicted and after numerous appeals on the 7th of August, 2006 the Brazilian Supreme Federal Court reaffirmed that the crime known as the Haximu Massacre and upheld the ruling sentencing the miners to 19 years in prison for genocide. However, to this day there is political pressure by the mining industry to reduce the Yanomami territory and allow commercial mining operations on their lands.

In the year 2000, a journalist named Patrick Tierney published a book called, "Darkness in El Dorado," and accused anthropologist Napoleon Chagnon and his colleague geneticist James Neel of numerous misdeeds, among them intentionally creating an epidemic of measles among the Yanomami people in order to study the effects of natural selection on primitive societies. Tierney states that the resulting epidemic caused the death of hundreds of Yanomami. Incredibly, Tierney charged that the experiments were funded by the US Atomic Energy Commission, who sought to model the societal consequences of mass mortality caused by nuclear war. In addition to the measles epidemic, Tierney charged that Chagnon mischaracterized the Yanomami as "The Fierce People" when in fact it was Chagnon who was causing the violence by introducing enormous amounts of western goods such as machetes into the Yanomami society, thus stimulating warfare over the introduced goods. Tierney also accused Chagnon of fraud by staging films, such as "The Axe Fight" that he helped produce. The journalist charged that the anthropologist prescripted the films and that they were not spontaneous as portrayed.

Tierney's book caused an uproar in the anthropological community and the American Anthropological Association (AAA) got involved in the debate. In fact, the AAA convened a special commission to investigate the allegations against Chagnon and Neel. The report by the AAA issued in May, 2002 exonerated the anthropologist and geneticist from causing a measles epidemic among the Yanomami. Nonetheless, the AAA criticized some aspects of Chagnon's research, including his portrayal of the Yanomami as "The Fierce People," and his bribing of Venezuelan officials. However, the AAA debate was not over and three years later in June, 2005 they rescinded the acceptance of the 2002 report.

As someone who is working to support indigenous people, I would like to point out that over the many years since publishing his first book on the Yanomami (whose revenues made him a millionaire), Chagnon has failed to bring significant aid to the Yanomami people. In fact, he sought to damage the indigenous movement by publicly criticizing Davi Kopenawa, a Yanomami activist who helped establish the Yanomami reserve in Brazil. One might ask if it was proper behavior for an anthropologist to hurt the efforts of an indigenous Amazonian activist attempting to defend his people. Interestingly, the Yanomami leader Davi Kopenawa has predicted the destruction of the entire human race if the Amazon Rainforest is destroyed. Kopenawa states, "The forest-land will only die if it is destroyed by whites. Then, the creeks will disappear, the land will crumble, the trees will dry and the stones of the mountains will shatter under the heat. The xapiripë spirits who live in the mountain ranges and play in the forest will eventually flee. Their fathers, the shamans, will not be able to summon them to protect us. The forest-land will become dry and empty. The shamans will no longer be able to deter the smoke-epidemics and the malefic beings who make us ill. And so everyone will die." Many ecologists seem to agree with Kopenawa, believing that the Amazon Rainforest are the "lungs of the Earth" and that if the Amazon is destroyed, it will cause a global ecological disaster resulting in the eventual destruction of the human race.

#### Satellites are crucial for large, industrial megafarms

Les Johnson 13, Deputy Manager for NASA's Advanced Concepts Office at the Marshall Space Flight Center, Co-Investigator for the JAXA T-Rex Space Tether Experiment and PI of NASA's ProSEDS Experiment, Master's Degree in Physics from Vanderbilt University, Popular Science Writer, and NASA Technologist, Frequent Contributor to the Journal of the British Interplanetary Sodety and Member of the American Institute of Aeronautics and Astronautics, National Space Society, the World Future Society, and MENSA, Sky Alert!: When Satellites Fail, p. 106

Agriculture

To feed the Earth's growing population affordably, farming has gone from a mostly decentralized, family-owned business to corporate farming on a scale never before imagined. These industrial megafarms are a primary reason that many people in the world can enjoy plentiful and varied foods at a reasonable cost. On this scale, deciding what crop to plant in a given field is not just business - it's science. And the science relies, in large part, on data from space.

Companies such as the Satellite Imaging Corporation (SIC) provide data from space on overall crop health, soil analysis, and irrigation impacts and efficiencies. From space, you can easily map soil variations, finding areas rich in organic matter and others less so - this allows optimized planting to take advantage of crops that thrive in any given soil environment. Very large farms also use satellite images to assess the overall health of their crops by land area, spotting those that are being impacted by non-optimal soil moisture content, etc., allowing the farmer to take corrective action while there is still time to save the crop.

#### Industrial ag’s unsustainable and causes extinction

Alice Friedemann 17, Systems Architect and Engineer For Over 25 Years, Science, Energy, and Agriculture Writer, Investigative Journalist and Energy Expert, Founder of Energy Skeptic, Author of When Trucks Stop Running: Energy and the Future of Transportation, “Chemical Industrial Agriculture is Unsustainable. Here’s Why”, Resilience, 5-27, http://www.resilience.org/stories/2017-03-27/chemical-industrial-farming-unsustainable-heres/

We hear a lot about how we’re running out of antibiotics. But we are also doomed to run out of pesticides, because insects inevitably develop resistance, whether toxic chemicals are sprayed directly or genetically engineered into the plants.

Worse yet, weeds, insects, and fungus develop resistance in just 5 years on average, which has caused the chemicals to grow increasingly lethal over the past 60 years. And it takes on average eight to ten years to identify, test, and develop a new pesticide, though that isn’t long enough to discover the long-term toxicity to humans and other organisms.

And this devil’s bargain hasn’t even provided most of the gains in crop yields, which is due to natural-gas and phosphate fertilizers plus soil-crushing tractors and harvesters that can do the work of millions of men and horses quickly on farms that grow only one crop on thousands of acres.

Yet before pesticides, farmers lost a third of their crops to pests, after pesticides, farmers still lose a third of their crops.

Even without pesticides, industrial agriculture is doomed to fail from extremely high rates of soil erosion and soil compaction at rates that far exceed losses in the past, since soil couldn’t wash or blow away as easily on small farms that grew many crops.

But pest killing chemicals are surely accelerating the day of reckoning sooner rather than later. Enormous amounts of toxic chemicals are dumped on land every year — over 1 billion pounds are used in the United State (US) every year and 5.6 billion pounds globally (Alavanja 2009).

This destroys the very ecosystems that used to help plants fight off pests, and is a major factor biodiversity loss and extinction.

Evidence also points to pesticides playing a key role in the loss of bees and their pollination services. Although paleo-diet fanatics won’t mind eating mostly meat when fruit, vegetable, and nut crops are gone, they will not be so happy about having to eat more carbohydrates. Wheat and other grains will still be around, since they are wind-pollinated.

Agricultural chemicals render land lifeless and toxic to beneficial creatures, also killing the food chain above — fish, amphibians, birds, and humans (from cancer, chronic disease, and suicide).

Surely a day is coming when pesticides stop working, resulting in massive famines. But who is there to speak for the grandchildren? And those that do speak for them are mowed down by the logic of libertarian capitalism, which only cares about profits today. Given that a political party is now in power in the U.S. that wants to get rid of the protections the Environmental Protection Agency (EPA) and other agencies provide, may make matters worse if agricultural chemicals are allowed to be more toxic, long-lasting, and released earlier, before being fully tested for health effects.

Meanwhile chemical and genetic engineering companies are making a fortune, because the farmers have to pay full price, since the pests develop resistance long before a product is old enough to be made generically. Except for glyphosate, but weeds have developed resistance. Predictably.

In fact, the inevitability of resistance has been known for nearly seven decades. In 1951, as the world began using synthetic chemicals, Dr. Reginald Painter at Kansas State University published “Insect Resistance in Crop Plants”. He made a case that it would be better to understand how a crop plant fought off insects, since it was inevitable that insects would develop genetic or behavioral resistance. At best, chemicals might be used as an emergency control measure.

Farmers will say that we simply must carry on like this, there’s no other choice. But that’s simply not true.

Consider the corn rootworm, that costs farmers about $2 billion a year in lost crops despite spending hundreds of millions on chemicals and the hundreds of millions of dollars chemical companies spend developing new chemicals.

To lower the chances of corn pests developing resistance, corn crops were rotated with soybeans. Predictably, a few mutated to eat soybeans plus changed their behavior. They used to only lay eggs on nearby corn plants, now they disperse to lay eggs on soybean crops as well. Worse yet, corn is more profitable than soy and many farmers began growing continuous corn. Already the corn rootworm is developing resistance to the latest and greatest chemicals.

But the corn rootworm is not causing devastation in Europe, because farms are smaller and most farmers rotate not just soy, but wheat, alfalfa, sorghum and oats with corn (Nordhaus 2017).

Before planting, farmers try to get rid of pests that survived the winter and apply fumigants to kill fungi and nematodes, and pre-emergent chemicals to reduce weed seeds from emerging. Even farmers practicing no-till farming douse the land with herbicides by using GMO herbicide-resistant crops. Then over the course of crop growth, farmers may apply several rounds of additional pesticides to control different pests. For example, cotton growers apply chemicals from 12 to 30 times before harvest.

Currently, the potential harm is only assessed for 2 to 3 years before a permit is issued, even though the damage might occur up to 20 years later.

Although these chemicals appear to be just like antibiotics, that isn’t entirely true. We develop some immunity to a disease after antibiotics help us recover, but a plant is still vulnerable to the pests and weeds with the genetics or behavior to survive and chemical assault.

Although there are thousands of chemical toxins, what matters is how they kill, their method of action (MOA). For herbicides there are only 29 MOAs, for insecticides, just 28. So if a pest develops resistance to one chemical within an MOA, it will be resistant to all of the thousands of chemicals within that MOA.

The demand for chemicals has also grown due the high level of bioinvasive species. It takes a while to find native pests and make sure they won’t do more harm than good. In the 1950s there were just three main corn pests. By 1978 there were 40, and they vary regionally. For example, California has 30 arthropods and over 14 fungal diseases to cope with.

When I was learning how to grow food organically back in the 90s, I remember how outraged organic farmers were that Monsanto was going to genetically engineer plants to have the Bt bacteria in them. This is because the only insecticide organic farmers can use is Bt bacteria, because it is found in the soil. It’s natural. Organic farmers have been careful to spray only in emergencies so that insects didn’t develop resistance to their only remedy. Since 1996, GMO plants have been engineered to have Bt in them, and predictably, insects have developed resistance. For example, in 2015, 81% of all corn was planted with genetically engineered Bt. But corn earworms have developed resistance, especially in North Carolina and Georgia, setting the stage for damage across the nation. Five other insects have developed resistance to Bt as well.

GMO plants were also going to reduce pesticide use. They did for a while, but not for long. Chemical use has increased 7% to 202,000 tons a year in the past 10 years.

Resistance can come in other ways than mutations. Behavior can change. Cockroach bait is laced with glucose, so cockroaches that developed glucose-aversion now no longer take the bait.

It is worth repeating that chemicals and other practices are ruining the long-term viability of agriculture. Here is how author Dyer explains it:

“Ultimately the practice of modern farming is not sustainable” because “the damage to the soil and natural ecosystems is so great that farming becomes dependent not on the land but on the artificial inputs into the process, such as fertilizers and pesticides. In many ways, our battle against the diverse array of pest species is a battle against the health of the system itself. As we kill pest species, we also kill related species that may be beneficial. We kill predators that could assist our efforts. We reduce the ecosystem’s ability to recover due to reduced diversity, and we interfere with the organisms that affect the biogeochemical processes that maintain the soils in which the plants grow.

Soil is a complex, multifaceted living thing that is far more than the sum of the sand, silt, clay, fungi, microbes, nematodes, and other invertebrates. All biotic components interact as an ecosystem within the soil and at the surface, and in relation to the larger components such as herbivores that move across the land. Organisms grow and dig through the soil, aerate it, reorganize it, and add and subtract organic material. Mature soil is structured and layered and, very importantly, it remains in place. Plowing of the soil turns everything upside down. What was hidden from light is exposed. What was kept at a constant temperature is now varying with the day and night and seasons. What cannot tolerate drying conditions at the surface is likely killed. And very sensitive and delicate structures within the soil are disrupted and destroyed.

Conventional tillage disrupts the entire soil ecosystem. Tractors and farm equipment are large and heavy; they compact the soil, which removes air space and water-holding capacity. Wind and water erosion remove the smallest soil particles, which typically hold most of the micronutrients needed by plants. Synthetic fertilizers are added to supplement the loss of oil nutrients but often are relatively toxic to many soil organisms. And chemicals such as pre-emergents, fumigants, herbicides, insecticides, acaricides, fungicides, and defoliants eventually kill all but the most tolerant or resistant soil organisms. It does not take long to reduce a native, living, dynamic soil to a relatively lifeless collection of inorganic particles with little of the natural structure and function of undisturbed soil”.

When I told my husband all the reasons we use agricultural chemicals and the harm done, my husband got angry and said “Farmers aren’t stupid, that can’t be right!”

I think there are a number of reasons why farmers don’t go back to sustainable organic farming.

First, there is far too much money to be made in the chemical herbicide, pesticide, and insecticide industry to stop this juggernaut. After reading Lessig’s book “Republic, Lost”, one of the best, if not the best book on campaign finance reform, I despair of campaign financing ever happening. So chemical lobbyists will continue to donate enough money to politicians to maintain the status quo. Plus the chemical industry has infiltrated regulatory agencies via the revolving door for decades and is now in a position to assassinate the EPA, with newly appointed Scott Pruitt, who would like to get rid of the EPA.

Second, about half of farmers are hired guns. They don’t own the land and care about passing it on in good health to their children. They rent the land, and their goal, and the owner’s goal is for them to make as much profit as possible.

Third, renters and farmers both would lose money, maybe go out of business in the years it would take to convert an industrial monoculture farm to multiple crops rotated, or an organic farm.

Fourth, it takes time to learn to farm organically properly. So even if the farmer survives financially, mistakes will be made. Hopefully made up for by the higher price of organic food, but as wealth grows increasingly more unevenly distributed, and the risk of another economic crash grows (not to mention lack of reforms, being in more debt now than 2008, etc).

Fifth, industrial farming is what is taught at most universities. There are only a handful of universities that offer programs in organic agriculture.

Sixth, subsidies favor large farmers, who are also the only farmers who have the money to profit from economies of scale, and buy their own giant tractors to farm a thousand acres of monoculture crops. Industrial farming has driven 5 million farmers off the land who couldn’t compete with the profits made by larger farms in the area.

But farmers will have to go organic whether they like it or not

It’s hard to say whether this will happen because we’ve run out of pesticides, whether from resistance or a financial crash reducing new chemical research, or whether peak oil, peak coal, and peak natural gas will cause the decline of chemical farming. Agriculture uses about 15 to 20% of fossil fuel energy, from natural gas fertilizer, oil-based chemicals, farm vehicle and equipment fuel, the agricultural cold chain, distribution, packaging, refrigeration, and cooking to name a few of the uses.

At some point of fossil decline, there won’t be enough fuel or pesticides to continue business as usual.

Farmers will be forced to go organic at some point. Wouldn’t it be easier to start the transition now?

### 1NC – Cap

#### Top level – they can’t just tell you cap is bad they have to tell you what is better or else it’s try or die for capitalism – the 1AC dumps on cap bad but provides zero alternative.

#### Tech innovation undergirded by profit motives are driving the Second Machine Age, which dematerializes capitalism and makes growth a sustainable necessity

McAfee, 19—cofounder and codirector of the MIT Initiative on the Digital Economy at the MIT Sloan School of Management, former professor at Harvard Business School and fellow at Harvard’s Berkman Center for Internet and Society (Andrew, “Looking Ahead: The World Cleanses Itself This Way,” *More from Less: The Surprising Story of How We Learned to Prosper Using Fewer Resources—and What Happens Next*, Chapter 14, pg 278-292, Kindle, dml)

The decreases in resource use, pollution, and other exploitations of the earth cataloged in the preceding chapters are great news. But are they going to last? It could be that we're just living in a pleasant interlude between the Industrial Era and another rapacious period during which we massively increase our footprint on our planet and eventually cause a giant Malthusian crash.

It could be, but I don't think so. Instead, I think we're going to take better care of our planet from now on. I'm confident that the Second Machine Age will mark the time in our history when we started to progressively and permanently tread more lightly on the earth, taking less from it and generally caring for it better, even as we humans continue to become more numerous and prosperous. The work of Paul Romer, who shared the 2018 Nobel Prize in economics, is one of the sources of this confidence.

Growth Mindset

Romer's largest contribution to economics was to show that it's best not to think of new technologies as something that companies buy and bring in from the outside, but instead as something they create themselves (the title of his most famous paper, published in 1990, is "Endogenous Technological Change"). These technologies are like designs or recipes; as Romer put it, they’re "the instructions that we follow for combining raw materials." This is close to the definitions of technology presented in chapter 7.

Why do companies invent and improve technologies? Simply, to generate profits. They come up with instructions, recipes, and blueprints that will let them grow revenues or shrink costs. As we saw repeatedly in chapter 7, capitalism provides ample incentive for this kind of tech progress.

So far, all this seems like a pretty standard argument for how the first two horsemen work together. Romer's brilliance was to highlight the importance of two key attributes of the technological ideas companies come up with as they pursue profits. The first is that they're nonrival, meaning that they can be used by more than one person or company at a time, and that they don't get used up. This is obviously not the case for most resources made out of atoms—I can't also use the pound of steel that you've just incorporated into the engine of a car—but it is the case for ideas and instructions. The Pythagorean theorem, a design for a steam engine, and a recipe for delicious chocolate chip cookies aren't ever going to get "used up" no matter how much they're used.

The second important aspect of corporate technologies is that they're partially excludable. This means that companies can kind of prevent others from using them. They do this by keeping the technologies secret (such as the exact recipe for Coca-Cola), filing for patents and other intellectual-property protection, and so on. However, none of these measures is perfect (hence the words partially and kind of). Trade secrets leak. Patents expire, and even before they expire, they must describe the invention they're claiming and so let others study it.

Partial excludability is a beautiful thing. It provides strong incentives for companies to create useful, profit-enhancing new technologies that they alone can benefit from for a time, yet it also ensures that the new techs will eventually "spill over"—that with time they’ll diffuse and get adopted by more and more companies, even if that's not what their originators want.

Romer equated tech progress to the production by companies of nonrivalrous, partially excludable ideas and showed that these ideas cause an economy to grow. What's more, he also demonstrated that this idea-fueled growth doesn't have to slow down with time. It's not constrained by the size of the labor force, the amount of natural resources, or other such factors. Instead, economic growth is limited only by the idea-generating capacity of the people within a market. Romer called this capacity "human capital" and said at the end of his 1990 paper, "The most interesting positive implication of the model is that an economy with a larger total stock of human capital will experience faster growth."

This notion, which has come to be called "increasing returns to scale," is as powerful as it is counterintuitive. Most formal models of economic growth, as well as the informal mental ones most of us walk around with, feature decreasing returns—growth slows down as the overall economy gets bigger. This makes intuitive sense; it just feels like it would be easier to experience 5 percent growth in a $1 billion economy than a $1 trillion one. But Romer showed that as long as that economy continued to add to its human capital—the overall ability of its people to come up with new technologies and put them to use—it could actually grow faster even as it grew bigger. This is because the stock of useful, nonrivalrous, nonexcludable ideas would keep growing. As Romer convincingly showed, economies run and grow on ideas.

The Machinery of Prosperity

Romer's ideas should leave us optimistic about the planetary benefits of digital tools—hardware, software, and networks—for three main reasons. First, countless examples show us how good these tools are at fulfilling the central role of technology, which is to provide "instructions that we follow for combining raw materials." Since raw materials cost money, profit-maximizing companies are particularly keen to find ways to use fewer of them. So they use digital tools to come up with beer cans that use less aluminum, car engines that use less steel and less gas, mapping software that removes the need for paper atlases, and so on and so on. None of this is done solely for the good of the earth—it's done for the pursuit of profit that's at the heart of capitalism—yet it benefits the planet by, as we've seen, causing us to take less from it.

Digital tools are technologies for creating technologies, the most prolific and versatile ones we've ever come up with. They're machines for coming up with ideas. Lots of them. The same piece of computer-aided design software can be used to create a thinner aluminum can or a lighter and more fuel-efficient engine. A drone can be used to scan farmland to see if more irrigation is needed, or to substitute for a helicopter when filming a movie. A smartphone can be used to read the news, listen to music, and pay for things, all without consuming a single extra molecule.

In the Second Machine Age, the global stock of digital tools is increasing much more quickly than ever before. It's being used in countless ways by profit-hungry companies to combine raw materials in ways that use fewer of them. In advanced economies such as America's, the cumulative impact of this combination of capitalism and tech progress is clear: absolute dematerialization of the economy and society, and thus a smaller footprint on our planet.

The second way Romer's ideas about technology and growth are showing up at present is via decreased excludability. Pervasive digital tools are making it much easier for good designs and recipes to spread around the world. While this is often not what a company wants—it wants to exclude others from its great cost-saving idea— excludability is not as easy as it used to be.

This isn't because of weaker patent protection, but instead because of stronger digital tools. Once one company shows what's possible, others use hardware, software, and networks to catch up to the leader. Even if they can't copy exactly because of intellectual-property restrictions, they can use digital tools to explore other means to the same end. So, many farmers learn to get higher yields while using less water and fertilizer, even though they combine these raw materials in different ways. Steve Jobs would certainly have preferred for Apple to be the only provider of smartphones after it developed the iPhone, but he couldn't maintain the monopoly no matter how many patents and lawsuits he filed. Other companies found ways to combine processors, memory, sensors, a touch screen, and software into phones that satisfied billions of customers around the world.

The operating system that powers most non-Apple smartphones is Android, which is both free to use and freely modifiable. Google's parent company, Alphabet, developed and released Android without even trying to make it excludable; the explicit goal was to make it as widely imitable as possible. This is an example of the broad trend across digital industries of giving away valuable technologies for free.

The Linux operating system, of which Android is a descendant, is probably the best-known example of free and open-source software, but there are many others. The online software repository GitHub maintains that it's "the largest open source community in the world" and hosts millions of projects. The Arduino community does something similar for electronic hardware, and the Instructables website contains detailed instructions for making equipment ranging from air-particle counters to machine tools, all with no intellectual-property protection. Contributors to efforts such as these have a range of motivations (Alphabet's goals with Android were far from purely altruistic—among other things, the parent of Google wanted to achieve a quantum leap in mobile phone users around the world, who would avail themselves of Google Search and services such as YouTube), but they're all part of the trend of technology without excludability, which is great news for growth.

As we saw in chapter 10, smartphone use and access to the Internet are increasing quickly across the planet. This means that people no longer need to be near a decent library or school to gain knowledge and improve their abilities. Globally, people are taking advantage of the skill-building opportunities of new technologies. This is the third reason that the spread of digital tools should make us optimistic about future growth: these tools are helping human capital grow quickly.

The free Duolingo app, for example, is now the world's most popular way to learn a second language. Of the nearly 15 billion Wikipedia page views during July of 2018, half were in languages other than English. Google's chief economist, Hal Varian, points out that hundreds of millions of how-to videos are viewed every day on YouTube, saying, "We never had a technology before that could educate such a broad group of people anytime on an as-needed basis for free."

Romer's work leaves me hopeful because it shows that it's our ability to build human capital, rather than chop down forests, dig mines, or burn fossil fuels that drives growth and prosperity. His model of how economies grow also reinforces how well capitalism and tech progress work together, which is a central point of this book. The surest way to boost profits is to cut costs, and modern technologies, especially digital ones, offer unlimited ways to combine and recombine materials—to swap, slim, optimize, and evaporate—in cost-reducing ways. There's no reason to expect that the two horsemen of capitalism and tech progress will stop riding together anytime soon. Quite the contrary. Romer's insights reveal that they're likely to gallop faster and farther as economies grow.

Our Brighter, Lighter Future

The world still has billions of desperately poor people, but they won't remain that way. All available evidence strongly suggests that most will become much wealthier in the years and decades ahead. As they earn more and consume more, what will be the impact on the planet?

The history and economics of the Industrial Era lead to pessimism on this important question. Resource use increased in lockstep with economic growth throughout the two centuries between James Watt's demonstration of his steam engine and the first Earth Day. Malthus and Jevons seemed to be right, and it was just a question of when, not if, we'd run up against the hard planetary limits to growth.

But in America and other rich countries something strange, unexpected, and wonderful happened: we started getting more from less. We decoupled population and economic growth from resource consumption, pollution, and other environmental harms. Malthus's and Jevons's ideas gave way to Romer's, and the world will never be the same.

This means that instead of worrying about the world's poor becoming richer, we should instead be helping them upgrade economically as much and as quickly as possible. Not only is it the morally correct thing to do, it's also the smart move for our planet. As today’s poor countries get richer, their institutions will improve and most will eventually go through what Ricardo Hausmann calls "the capitalist makeover of production." This makeover doesn't enslave people, nor does it befoul the earth.

As today’s poor get richer, they'll consume more, but they'll also consume much differently from earlier generations. They won't read physical newspapers and magazines. They'll get a great deal of their power from renewables and (one hopes) nuclear because these energy sources will be the cheapest. They’ll live in cities, as we saw in chapter 12; in fact, they already are. They'll be less likely to own cars because a variety of transportation options will be only a few taps away. Most important, they'll come up with ideas that keep the growth going, and that benefit both humanity and the planet we live on.

Predicting exactly how technological progress will unfold is much like predicting the weather: feasible in the short term, but impossible over a longer time. Great uncertainty and complexity prevent precise forecasts about, for example, the computing devices we’ll be using thirty years from now or the dominant types of artificial intelligence in 2050 and beyond.

But even though we can't predict the weather long term, we can accurately forecast the climate. We know how much warmer and sunnier it will be on average in August than in January, for example, and we know that global average temperatures will rise as we keep adding greenhouse gases to the atmosphere. Similarly, we can predict the "climate" of future technological progress by starting from the knowledge that it will be heavily applied in the areas where it can affect capitalism the most. As we've seen over and over, tech progress supplies opportunities to trim costs (and improve performance) via dematerialization, and capitalism provides the motive to do so.

As a result, the Second Enlightenment will continue as we move deeper into the twenty-first century. I'm confident that it will accelerate as digital technologies continue to improve and multiply and global competition continues to increase. We’ll see some of the most striking examples of slim, swap, evaporate, and optimize in exactly the places where the opportunities are biggest. Here are a few broad predictions, spanning humanity's biggest industries.

Manufacturing. Complex parts will be made not by the techniques developed during the Industrial Era, but instead by three- dimensional printing. This is already the case for some rocket engines and other extremely expensive items. As 3-D printing improves and becomes cheaper, it will spread to automobile engine blocks, manifolds and other complicated arrangements of pipes, airplane struts and wings, and countless other parts. Because 3-D printing generates virtually no waste and doesn't require massive molds, it accelerates dematerialization.

We'll also be building things out of very different materials from what we're using today. We're rapidly improving our ability to use machine learning and massive amounts of computing power to screen the huge number of molecules available in the world. Well use this ability to determine which substances would be best for making flexible solar panels, more efficient batteries, and other important equipment. Our search for the right materials to use has so far been slow and laborious. That's about to change.

So is our ability to understand nature's proteins, and to generate new ones. All living things are made out of the large biomolecules known as proteins, as are wondrous materials such as spiders' silk. The cells in our bodies are assembly lines for proteins, but we currently understand little about how these assembly lines work—how they fold a two-dimensional string of amino acids into a complicated 3-D protein. But thanks to digital tools, we're learning quickly. In 2018, as part of a contest, the AlphaFold software developed by Google DeepMind correctly guessed the structure of twenty-five out of forty-three proteins it was shown; the second-place finisher guessed correctly three times. DeepMind cofounder Demis Hassabis says, "We [haven't] solved the protein-folding problem, this is just a first step... but we have a good system and we have a ton of ideas we haven't implemented yet." As these good ideas accumulate, they might well let us make spider-strength materials.

Energy. One of humanity's most urgent tasks in the twenty-first century is to reduce greenhouse gas emissions. Two ways to do this are to become more efficient in using energy and, when generating it, to shift away from carbon-emitting fossil fuels. Digital tools will help greatly with both.

Several groups have recently shown that they can combine machine learning and other techniques to increase the energy efficiency of data centers by as much as 30 percent. This large improvement matters for two reasons. First, data centers are heavy users of energy, accounting for about 1 percent of global electricity demand. So efficiencies in these facilities help. Second, and more important, these gains indicate how much the energy use of all our other complicated infrastructures— everything from electricity grids to chemical plants to steel mills—can be trimmed. All are a great deal less energy efficient than they could be. We have both ample opportunity and ample incentive now to improve them.

Both wind and solar power are becoming much cheaper, so much so that in many parts of the world they're now the most cost-effective options, even without government subsidies, for new electrical generators. These energy sources use virtually no resources once they're up and running and generate no greenhouse gases; they're among the world champions of dematerialization.

In the decades to come they might well be joined by nuclear fusion, the astonishingly powerful process that takes place inside the sun and other stars. Harnessing fusion has been tantalizingly out of reach for more than half a century—the old joke is that it's twenty years away and always will be. A big part of the problem is that it's hard to control the fusion reaction inside any human- made vessel, but massive improvements in sensors and computing power are boosting hope that fusion power might truly be only a generation away.

Transportation. Our current transportation systems are chronically inefficient. Most vehicles aren't used much of the time, and even when they’re in use, they're not nearly full. Now that we have technologies that let us know where every driver, passenger, piece of cargo, and vehicle is at all times, we can greatly increase the utilization and efficiency of every element of transportation.

Renting instead of owning transportation is a likely consequence of this shift. Instead of owning cars, which typically sit idle more than 90 percent of the time, more people will choose to access transportation as needed. We're already seeing this with car-hailing companies such as Uber and Lyft. These services are quickly spreading around the world, and expanding to cover more modes of transportation, from motorbikes to bicycles to electric scooters. They're also moving into commercial applications such as long- and short-haul trucking. As this shift continues, we’ll need fewer tons of steel, aluminum, plastic, gasoline, and other resources to move the world's people and goods around.

We might also experience less congestion and gridlock as we try to get around. Bikes and scooters take up little space compared to cars, so streets can accommodate many more of them. Technology also gives us the ability to implement many forms of "congestion pricing," which has been shown to reduce gridlock by making car access to busy streets expensive enough that people use other options. The most intriguing future transportation platform of all might be the sky. The same technologies that power today's small drones can be scaled up to build "air taxis" with as many as eight propellers and no pilot. Such contraptions sound like science fiction today, but they might be carrying us around by midcentury.

Agriculture. As we saw in chapter 5, leading farms have demonstrated an ability to increase their tonnage of output year after year while decreasing their use of inputs such as land, water, and fertilizer. This trend toward optimization will continue thanks to a set of innovations under the label precision agriculture. The precision comes from many sources, including better sensors of plant and animal health, soil quality and moisture, and so on; the ability to deliver fertilizer, pesticides, and water just where they're needed; and machinery that adapts itself to each plant or animal. All these varieties of precision will combine to allow traditional farms to generate more from less.

So will changes to the genomes of plants and animals. DNA modifications will increase disease and drought tolerance, expand where crops can be grown, and allow us to get more of what we want from each crop or herd. As we saw in chapter 9, they'll also allow us to take better care of vulnerable populations such as infants in poor countries by creating golden rice and other nutrition enhancers. We'll also be able to make much more precise and targeted genetic modifications thanks to a new crop of gene-editing tools that are large improvements over their more scattershot predecessors. Opposition to genetically modified organisms is fierce in some quarters, but isn't based on reason or science. This opposition will, one hopes, fade.

Throughout human history, just about all farming has been done in fields. For some crops, this is now changing. Agriculture has moved indoors, where parameters such as light, humidity, fertilizer, and even the composition of the atmosphere can be precisely monitored and controlled. In everything from urban buildings to shipping containers, crops are now being grown with progressively less labor and fewer material inputs. These completely contained farms will spread and help reduce the planetary footprint of our agriculture.

These examples aren't intended to be comprehensive, and I don't have precise estimates of how likely each innovation is, or when it's most likely to occur. I offer them only to indicate how broad and exciting are the possibilities offered by the two horsemen of capitalism and technological progress, and how they’ll continue to dematerialize our consumption and let us increase our prosperity while treading more lightly on our planet.

#### Free market capitalism has drastically improved the world.

Empirical education in child mortality and increase in life expectancy, development of tech innovation in the private market k2 medical advances, food production increased with agriculture tech green revolution, also decreased armed conflicts

Feyman 14 Yevgeniy [adjunct fellow at the Manhattan Institute. He writes on health care policy, entitlement reform, and the Affordable Care Act. His research has focused on a variety of topics, including the physician shortage, the cost of health care reform, and consumer-directed health care. Feyman was previously the deputy director of health policy at the Manhattan Institute and is currently a research assistant in the department of health policy at the Harvard T.H. Chan School of Public Health] “The Golden Age Is Now” May 23, 2014. IB

In How Much Have Global Problems Cost the World? Lomborg and a group of economists conclude that, with a few exceptions, the world is richer, freer, healthier, and smarter than it’s ever been. These gains have coincided with the near-universal rejection of statism and the flourishing of capitalist principles. At a time when political figures such as New York City mayor Bill de Blasio and religious leaders such as Pope Francis frequently remind us about the evils of unfettered capitalism, this is a worthwhile message. The doubling of human life expectancy is one of the most remarkable achievements of the past century. Consider, Lomborg writes, that “the twentieth century saw life expectancy rise by about 3 months for every calendar year.” The average child in 1900 could expect to live to just 32 years old; now that same child should make it to 70. This increase came during a century when worldwide economic output, driven by the spread of capitalism and freedom, grew by more than 4,000 percent. These gains occurred in developed and developing countries alike; among men and women; and even in a sense among children, as child mortality plummeted. Why are we living so much longer? Massive improvements in public health certainly played an important role. The World Health Organization’s global vaccination efforts essentially eradicated smallpox. But this would have been impossible without the innovative methods of vaccine preservation developed in the private sector by British scientist Leslie Collier. Oral rehydration therapies and antibiotics have also been instrumental in reducing child mortality. Simply put, technological progress is the key to these gains—and market economies have liberated, and rewarded, technological innovation. People are not just living longer, but better—sometimes with government’s help, and sometimes despite it. Even people in the developing countries of Africa and Latin America are better educated and better fed than ever before. Hundreds of thousands of children who would have died during previous eras due to malnutrition are alive today. Here, we can thank massive advancements in agricultural production unleashed by the free market. In the 1960s, privately funded agricultural researchers bred new, high-yield strains of corn, wheat, and various other crops thanks to advances in molecular genetics. Globalization helped spread these technologies to developing countries, which used them not only to feed their people, but also to become export powerhouses. This so-called “green revolution” reinforced both the educational progress (properly nourished children tend to learn more) and the life-expectancy gains (better nutrition leads to better health) of the twentieth century. These children live in a world with fewer armed conflicts, netting what the authors call a “peace dividend.” Globalization and trade liberalization have surely contributed to this more peaceful world (on aggregate). An interdependent global economy makes war costly. Of course, problems remain. As Lomborg points out, most foreign aid likely does little to boost economic welfare, yet hundreds of billions of dollars in “development assistance” continue to flow every year from developed countries to the developing world. Moreover, climate change is widely projected to intensify in the second half of the twenty-first century, and will carry with it a significant economic cost. But those familiar with the prior work of the “skeptical environmentalist” understand that ameliorating these effects over time could prove wasteful. Lomborg notes that the latest research on climate change estimates a net cost of 0.2 to 2 percent of GDP from 2055 to 2080. The same report points out that in 2030, mitigation costs may be as high as 4 percent of GDP. Perhaps directing mitigation funding to other priorities—curing AIDS for instance—would be a better use of the resources. Lomborg’s main message? Ignore those pining for the “good old days.” Thanks to the immense gains of the past century, there has never been a better time to be alive.

#### Uniqueness – war is massively declining

McKenna, Professor of Philosophy, ’15 (Michael; 3/4/15; professor of philosophy; Guru Magazine, “Ho wmany people have died in wars throughout history?” http://gurumagazine.org/askaguru/culture/many-people-died-wars-throughout-history/)

Calculating the total number of people who have died in wars throughout history is difficult. As Winston Churchill apparently said, “history is written by the winners”; and this becomes truer the further back we go. The victorious side of any war may exaggerate the number of enemies killed, while glossing over their own losses so as to brag of their military superiority. Equally, if the victor is aware of their public image, they may want to downplay the carnage of war and the atrocities they committed. What this unfortunately means is that any estimate of the number of deaths caused by war will be very rough indeed. This is further complicated by the lack of consensus amongst historians as to what actually constitutes a war and how to measure the number of deaths due to the effects of war (e.g. famine). That being said, we can arrive at a ballpark figure by looking at some of the major conflicts in history. The 20th century is described as the “bloodiest”, with an estimated 187 million deaths due to the various wars combined. Almost unbelievably, this number is nearly as high as the total number of deaths due to the entirety of war throughout all history before that point\*. An increased world population, combined with huge armies and modern killing machines (explosives, machine guns, chemical weapons, etc.) have made us frighteningly efficient at killing one another. Taking the median estimates of death tolls for various conflicts throughout history, the best estimates put the total death toll due to all wars at 341.7 million people \*\*. To add a note of optimism, experimental psychologist Steven Pinker argues that violence (including acts of war) is declining. He argues that if you adjust wartime casualties to reflect the population of the time, modern (20th century and after) wars have nothing on more historical conflicts. World War II, for example, tops all lists as the biggest killer (up to 85 million). However, when the numbers are adjusted for the world population at the time, World War II comes out at only number 9, with the rest of the top 10 being before the 20th century. At the top of the list is the An Lushan Rebellion in the Tang Dynasty of China, which may have killed up to one sixth of the entire world population in 755.

#### Neoliberal globalization reduce the frequency and severity of wars by a factor of ten.

Mooney 14 – Loren, Stanford Graduate School of Business, summarizing Matthew O. Jackson, the William D. Eberle Professor of Economics at Stanford, and earned his PhD in economics from Stanford GSB in 1988. (“Matthew O. Jackson: Can Trade Prevent War?” May 28, 2014https://www.gsb.stanford.edu/insights/matthew-o-jackson-can-trade-prevent-war)

While there is considerable existing research on the effects of trade and war, much of it has looked at bilateral relationships. This model focuses on multilateral interactions and considers various incentives for countries to attack, form alliances with, and trade with one another. In an attempt to understand what's necessary to achieve a stable network with no incentive for war, Jackson and Nei first explored an alliance scenario based solely on military defense considerations, excluding trade. "The fundamental difficulty we find is that alliances are costly to maintain if there's no economic incentive," says Jackson. So networks remain relatively sparse, a condition in which even a few shifting allegiances leaves some countries vulnerable to attack. "Stability is not just a little bit elusive; it's very elusive."

Economic trade, however, makes a significant difference. "Once you bring in trade, you see network structures densify," he says. Nations form a web of trading alliances, which creates financial incentive not only to keep peace with trading partners, but also to protect them from being attacked so as not to disrupt trade. "In the context of the alliances we have analyzed, trade motives are essential to avoiding wars and sustaining stable networks," the authors wrote in their paper, Networks of Military Alliances, Wars, and International Trade.

Their findings coincide with two major global trends since World War II: From 1950 to 2000, the incidence of interstate war has decreased nearly tenfold compared with the period from 1850 to 1949. At the same time, since 1950 international trade networks have increased nearly fourfold, becoming significantly more dense. "In the period before World War II, it was hard to find a stable set of alliances," says Jackson. The probability of a lasting alliance was about 60%. "You have almost a coin-flip chance that the alliance won't still be there in five years," he says. In Europe in the 1870s, for example, German chancellor Otto von Bismarck sought peace with "balance of power" diplomacy, which crumbled leading up to World War I. "Then in the past 50 years or so, there's been a surprising global stability." The impact of economic interdependence is especially apparent in Europe, Jackson says, where the Eurozone has promoted not only peace and increased trade among nations, but also labor mobility.

Very costly wars still occur, of course, but Jackson notes that the most war-torn places in recent history have tended to be those with fewer global trade alliances. For example, the Second Congo War from 1998 to 2003 and beyond, which killed more than four million people and is the deadliest war since World War II, involved eight African nations with relatively few trade ties. "Then look at the Kuwait situation," says Jackson, referring to U.S. intervention in the first Gulf War to protect oil supplies. "Economic interest drives a lot of what goes on in terms of where nations are willing to exercise military strength."

There are other real-world factors that have no doubt influenced war and trade trends since World War II, among them the proliferation of nuclear weapons — "Changing military technology can help maintain stable arrangements," says Jackson — the Cold War, an increase in worldwide wealth levels, and the introduction of container shipping in the 1960s, which has helped facilitate low-cost, long-range trade.

Still, Jackson and Nei's theoretical model suggests that trade alliances play a critical role. And in fact economic allies may be the most worth striving for in developing areas. "Maybe wars like the Second Congo War won't be occurring in the future if there's more trade with African nations," says Jackson. "Economic interests can really help us have a more peaceful world than we already have."

#### Capitalism lessens the intensity and quantity of wars--- studies prove

Julian Adorney 13, economic historian, entrepreneur, and contributor for the Ludwig von Mises Institute. He’s citing Professor McDonald who teaches courses on international relations theory, international political economy, and international security at University of Texas at Austin. (, Foundation for Economic Education, “Want Peace? Promote Free Trade”, 10/15, [http://www.fee.org/the\_freeman/detail/want-peace-promote-free-trade](http://www.fee.org/the_freeman/detail/want-peace-promote-free-trade)//jk)

Frédéric Bastiat famously claimed that “if goods don’t cross borders, soldiers will." Bastiat argued that free trade between countries could reduce international conflict because trade forges connections between nations and gives each country an incentive to avoid war with its trading partners. If every nation were an economic island, the lack of positive interaction created by trade could leave more room for conflict. Two hundred years after Bastiat, libertarians take this idea as gospel. Unfortunately, not everyone does. But as recent research shows, the historical evidence confirms Bastiat’s famous claim. To Trade or to Raid In “Peace through Trade or Free Trade?” professor Patrick J. McDonald, from the University of Texas at Austin, empirically tested whether greater levels of protectionism in a country (tariffs, quotas, etc.) would increase the probability of international conflict in that nation. He used a tool called dyads to analyze every country’s international relations from 1960 until 2000. A dyad is the interaction between one country and another country: German and French relations would be one dyad, German and Russian relations would be a second, French and Australian relations would be a third. He further broke this down into dyad-years; the relations between Germany and France in 1965 would be one dyad-year, the relations between France and Australia in 1973 would be a second, and so on. Using these dyad-years, McDonald analyzed the behavior of every country in the world for the past 40 years. His analysis showed a negative correlation between free trade and conflict: The more freely a country trades, the fewer wars it engages in. Countries that engage in free trade are less likely to invade and less likely to be invaded. The Causal Arrow Of course, this finding might be a matter of confusing correlation for causation. Maybe countries engaging in free trade fight less often for some other reason, like the fact that they tend also to be more democratic. Democratic countries make war less often than empires do. But McDonald controls for these variables. Controlling for a state’s political structure is important, because democracies and republics tend to fight less than authoritarian regimes. McDonald also controlled for a country’s economic growth, because countries in a recession are more likely to go to war than those in a boom, often in order to distract their people from their economic woes. McDonald even controlled for factors like geographic proximity: It’s easier for Germany and France to fight each other than it is for the United States and China, because troops in the former group only have to cross a shared border. The takeaway from McDonald’s analysis is that protectionism can actually lead to conflict. McDonald found that a country in the bottom 10 percent for protectionism (meaning it is less protectionist than 90 percent of other countries) is 70 percent less likely to engage in a new conflict (either as invader or as target) than one in the top 10 percent for protectionism. Protectionism and War Why does protectionism lead to conflict, and why does free trade help to prevent it? The answers, though well-known to classical liberals, are worth mentioning. First, trade creates international goodwill. If Chinese and American businessmen trade on a regular basis, both sides benefit. And mutual benefit disposes people to look for the good in each other. Exchange of goods also promotes an exchange of cultures. For decades, Americans saw China as a mysterious country with strange, even hostile values. But in the 21st century, trade between our nations has increased markedly, and both countries know each other a little better now. iPod-wielding Chinese teenagers are like American teenagers, for example. They’re not terribly mysterious. Likewise, the Chinese understand democracy and American consumerism more than they once did. The countries may not find overlap in all of each other’s values, but trade has helped us to at least understand each other. Trade helps to humanize the people that you trade with. And it’s tougher to want to go to war with your human trading partners than with a country you see only as lines on a map. Second, trade gives nations an economic incentive to avoid war. If Nation X sells its best steel to Nation Y, and its businessmen reap plenty of profits in exchange, then businessmen on both sides are going to oppose war. This was actually the case with Germany and France right before World War I. Germany sold steel to France, and German businessmen were firmly opposed to war. They only grudgingly came to support it when German ministers told them that the war would only last a few short months. German steel had a strong incentive to oppose war, and if the situation had progressed a little differently—or if the German government had been a little more realistic about the timeline of the war—that incentive might have kept Germany out of World War I. Third, protectionism promotes hostility. This is why free trade, not just aggregate trade (which could be accompanied by high tariffs and quotas), leads to peace. If the United States imposes a tariff on Japanese automobiles, that tariff hurts Japanese businesses. It creates hostility in Japan toward the United States. Japan might even retaliate with a tariff on U.S. steel, hurting U.S. steel makers and angering our government, which would retaliate with another tariff. Both countries now have an excuse to leverage nationalist feelings to gain support at home; that makes outright war with the other country an easier sell, should it come to that. In socioeconomic academic circles, this is called the Richardson process of reciprocal and increasing hostilities; the United States harms Japan, which retaliates, causing the United States to retaliate again. History shows that the Richardson process can easily be applied to protectionism. For instance,

in the 1930s, industrialized nations raised tariffs and trade barriers; countries eschewed multilateralism and turned inward. These decisions led to rising hostilities, which helped set World War II in motion. These factors help explain why free trade leads to peace, and protectionism leads to more conflict. Free Trade and Peace One final note: McDonald’s analysis shows that taking a country from the top 10 percent for protectionism to the bottom 10 percent will reduce the probability of future conflict by 70 percent. He performed the same analysis for the democracy of a country and showed that taking a country from the top 10 percent (very democratic) to the bottom 10 percent (not democratic) would only reduce conflict by 30 percent. Democracy is a well-documented deterrent: The more democratic a country becomes, the less likely it is to resort to international conflict. But reducing protectionism, according to McDonald, is more than twice as effective at reducing conflict than becoming more democratic. Here in the United States, we talk a lot about spreading democracy. We invaded Iraq partly to “spread democracy.” A New York Times op-ed by Professor Dov Ronen of Harvard University claimed that “the United States has been waging an ideological campaign to spread democracy around the world” since 1989. One of the justifications for our international crusade is to make the world a safer place. Perhaps we should spend a little more time spreading free trade instead. That might really lead to a more peaceful world.