### 1

#### The role of the ballot is to determine whether the resolution is a true or false statement –

#### A~ anything else moots 7 minutes of the NC – their framing collapses since you must say it is true that their theory of power is better than another before you adopt it.

#### B~ The ballot says vote aff or neg based on a topic – five dictionaries[[1]](#footnote-1) define to negate as to deny the truth of and affirm[[2]](#footnote-2) as to prove true so it's constitutive and jurisdictional. I denied the truth of the resolution by disagreeing with the aff which means I've met my burden.

#### C~ it’s the most logical since you don’t say vote for the player who shoots the most 3 points, the better player wins since debate is a game with rules given by how there’s a winner and loser. Answers collapse to truth testing since they require truth value i.e. truth testing is false requires proving that it is true that truth testing is false. Inclusion is a fallacy of origin because just because something is a prerequisite doesn’t make it more important

#### **1] The holographic principle is the most reasonable conclusion**

Stromberg 15[Joseph Stromberg- “Some physicists believe we're living in a giant hologram — and it's not that far-fetched” <https://www.vox.com/2015/6/29/8847863/holographic-principle-universe-theory-physics> Vox. June 29th 2015] War Room Debate AI

Some physicists actually believe that the universe we live in might be a hologram. The idea isn't that the universe is some sort of fake simulation out of The Matrix, but rather that even though we appear to live in a three-dimensional universe, it might only have two dimensions. It's called the holographic principle. The thinking goes like this: Some distant two-dimensional surface contains all the data needed to fully describe our world — and much like in a hologram, this data is projected to appear in three dimensions. Like the characters on a TV screen, we live on a flat surface that happens to look like it has depth. It might sound absurd. But when physicists assume it's true in their calculations, all sorts of big physics problems — such as the nature of black holes and the reconciling of gravity and quantum mechanics — become much simpler to solve. In short, the laws of physics seem to make more sense when written in two dimensions than in three. "It's not considered some wild speculation among most theoretical physicists," says Leonard Susskind, the Stanford physicist who first formally defined the idea decades ago. "It's become a working, everyday tool to solve problems in physics." But there's an important distinction to be made here. There's no direct evidence that our universe actually is a two-dimensional hologram. These calculations aren't the same as a mathematical proof. Rather, they're intriguing suggestions that our universe could be a hologram. And as of yet, not all physicists believe we have a good way of testing the idea experimentally.

#### 2] Paradox of tolerance- to be completely open to the aff we must exclude perspectives that wouldn’t be open to the aff which means it’s impossible to have complete tolerance for an idea since that tolerance relies on excluding a perspective.

#### 3] Decision Making Paradox- in order to decide to do the affirmative we need a decision-making procedure to enact it, vote for it, and to determine it is a good decision. But to chose a decision-making procedure requires another meta level decision making procedure leading to infinite regress since every decision requires another decision to chose how to make a decision.

#### 4] The Place Paradox- if everything exists in a place in space time, that place must also have a place that it exists and that larger place needs a larger location to infinity. Therefore, identifying ought statements is impossible since those statements assume acting on objects in the space-time continuum.

#### 5] Grain Paradox- A single grain of millet makes no sound upon falling, but a thousand grains make a sound. But a thousand nothings cannot make something which means the physical world is paradoxical.

#### 6] Arrows Paradox- If we divide time into discrete 0-duration slices, no motion is happening in each of them, so taking them all as a whole, motion is impossible.

#### 7] Bonini’s Paradox- As a model of a complex system becomes more complete, it becomes less understandable; for it to be more understandable it must be less complete and therefore less accurate. Therefore no philosophical or political model can be useful.

#### **8] All analysis fails- substitution logic proves**

Wikipedia Summarizes[Wikipedia - “Paradox of analysis” <https://en.wikipedia.org/wiki/Paradox_of_analysis>] War Room Debate AI

A [conceptual analysis](https://en.wikipedia.org/wiki/Conceptual_analysis) is something like the definition of a word. However, unlike a standard dictionary definition (which may list examples or talk about related terms as well), a completely correct analysis of a concept in terms of others seems like it should have exactly the same meaning as the original concept. Thus, in order to be correct, the analysis should be able to be used in any context where the original concept is used, without changing the meaning of the discussion in context. Conceptual analyses of this sort are a major goal of [analytic philosophy](https://en.wikipedia.org/wiki/Analytic_philosophy).

However, if such an analysis is to be useful, it should be informative. That is, it should tell us something we don't already know (or at least, something one can imagine someone might not already know). But it seems that no conceptual analysis can both meet the requirement of correctness and of informativeness, on these understandings of the requirements.

To see why, consider a potential simple analysis:

(1) For all x (any given member of a class or set), x is a brother if and only if x is a male sibling

One can say that (1) is correct because the expression "brother" represents the same concept as the expression "male sibling," and (1) seems to be informative because the two expressions are not identical. And if (1) is truly correct, then "brother" and "male sibling" must be interchangeable:

(2) For all x, x is a brother if and only if x is a brother

Yet (2) is not informative, so either (1) is not informative, or the two expressions used in (1) are not interchangeable (because they change an informative analysis into an uninformative one) so (1) is not actually correct. In other words, if the analysis is correct and informative, then (1) and (2) must be essentially equal, but this is not true because (2) is not informative. Therefore, it seems an analysis cannot be both correct and informative at the same time.

#### 9] Linguistics fail- Words do not have intrinsic or inherent meaning but are rather constructed by a set of sign and signifiers. For example, if I say the word pencil, a specific image pops into your head that doesn’t necessarily imply all pencils.

### 2

#### The standard is act hedonistic util. Prefer –

#### 1 – Pleasure and pain *are* intrinsic value and disvalue – everything else *regresses* – robust neuroscience.

Blum et al. 18

Kenneth Blum, 1Department of Psychiatry, Boonshoft School of Medicine, Dayton VA Medical Center, Wright State University, Dayton, OH, USA 2Department of Psychiatry, McKnight Brain Institute, University of Florida College of Medicine, Gainesville, FL, USA 3Department of Psychiatry and Behavioral Sciences, Keck Medicine University of Southern California, Los Angeles, CA, USA 4Division of Applied Clinical Research & Education, Dominion Diagnostics, LLC, North Kingstown, RI, USA 5Department of Precision Medicine, Geneus Health LLC, San Antonio, TX, USA 6Department of Addiction Research & Therapy, Nupathways Inc., Innsbrook, MO, USA 7Department of Clinical Neurology, Path Foundation, New York, NY, USA 8Division of Neuroscience-Based Addiction Therapy, The Shores Treatment & Recovery Center, Port Saint Lucie, FL, USA 9Institute of Psychology, Eötvös Loránd University, Budapest, Hungary 10Division of Addiction Research, Dominion Diagnostics, LLC. North Kingston, RI, USA 11Victory Nutrition International, Lederach, PA., USA 12National Human Genome Center at Howard University, Washington, DC., USA, Marjorie Gondré-Lewis, 12National Human Genome Center at Howard University, Washington, DC., USA 13Departments of Anatomy and Psychiatry, Howard University College of Medicine, Washington, DC US, Bruce Steinberg, 4Division of Applied Clinical Research & Education, Dominion Diagnostics, LLC, North Kingstown, RI, USA, Igor Elman, 15Department Psychiatry, Cooper University School of Medicine, Camden, NJ, USA, David Baron, 3Department of Psychiatry and Behavioral Sciences, Keck Medicine University of Southern California, Los Angeles, CA, USA, Edward J Modestino, 14Department of Psychology, Curry College, Milton, MA, USA, Rajendra D Badgaiyan, 15Department Psychiatry, Cooper University School of Medicine, Camden, NJ, USA, Mark S Gold 16Department of Psychiatry, Washington University, St. Louis, MO, USA, “Our evolved unique pleasure circuit makes humans different from apes: Reconsideration of data derived from animal studies”, U.S. Department of Veterans Affairs, 28 February 2018, accessed: 19 August 2020, <https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6446569/>, R.S.

**Pleasure** is not only one of the three primary reward functions but it also **defines reward.** As homeostasis explains the functions of only a limited number of rewards, the principal reason why particular stimuli, objects, events, situations, and activities are rewarding may be due to pleasure. This applies first of all to sex and to the primary homeostatic rewards of food and liquid and extends to money, taste, beauty, social encounters and nonmaterial, internally set, and intrinsic rewards. Pleasure, as the primary effect of rewards, drives the prime reward functions of learning, approach behavior, and decision making and provides the **basis for hedonic theories** of reward function. We are attracted by most rewards and exert intense efforts to obtain them, just because they are enjoyable [10].

Pleasure is a passive reaction that derives from the experience or prediction of reward and may lead to a long-lasting state of happiness. The word happiness is difficult to define. In fact, just obtaining physical pleasure may not be enough. One key to happiness involves a network of good friends. However, it is not obvious how the higher forms of satisfaction and pleasure are related to an ice cream cone, or to your team winning a sporting event. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure [14].

Pleasure as a hallmark of reward is sufficient for defining a reward, but it may not be necessary. A reward may generate positive learning and approach behavior simply because it contains substances that are essential for body function. When we are hungry, we may eat bad and unpleasant meals. A monkey who receives hundreds of small drops of water every morning in the laboratory is unlikely to feel a rush of pleasure every time it gets the 0.1 ml. Nevertheless, with these precautions in mind, we may define any stimulus, object, event, activity, or situation that has the potential to produce pleasure as a reward. In the context of reward deficiency or for disorders of addiction, homeostasis pursues pharmacological treatments: drugs to treat drug addiction, obesity, and other compulsive behaviors. The theory of allostasis suggests broader approaches - such as re-expanding the range of possible pleasures and providing opportunities to expend effort in their pursuit. [15]. It is noteworthy, the first animal studies eliciting approach behavior by electrical brain stimulation interpreted their findings as a discovery of the brain’s pleasure centers [16] which were later partly associated with midbrain dopamine neurons [17–19] despite the notorious difficulties of identifying emotions in animals.

Evolutionary theories of pleasure: The love connection BO:D

Charles Darwin and other biological scientists that have examined the biological evolution and its basic principles found various mechanisms that steer behavior and biological development. Besides their theory on natural selection, it was particularly the sexual selection process that gained significance in the latter context over the last century, especially when it comes to the question of what makes us “what we are,” i.e., human. However, the capacity to sexually select and evolve is not at all a human accomplishment alone or a sign of our uniqueness; yet, we humans, as it seems, are ingenious in fooling ourselves and others–when we are in love or desperately search for it.

It is well established that modern biological theory conjectures that **organisms are** the **result of evolutionary competition.** In fact, Richard Dawkins stresses gene survival and propagation as the basic mechanism of life [20]. Only genes that lead to the fittest phenotype will make it. It is noteworthy that the phenotype is selected based on behavior that maximizes gene propagation. To do so, the phenotype must survive and generate offspring, and be better at it than its competitors. Thus, the ultimate, distal function of rewards is to increase evolutionary fitness by ensuring the survival of the organism and reproduction. It is agreed that learning, approach, economic decisions, and positive emotions are the proximal functions through which phenotypes obtain other necessary nutrients for survival, mating, and care for offspring.

Behavioral reward functions have evolved to help individuals to survive and propagate their genes. Apparently, people need to live well and long enough to reproduce. Most would agree that homo-sapiens do so by ingesting the substances that make their bodies function properly. For this reason, foods and drinks are rewards. Additional rewards, including those used for economic exchanges, ensure sufficient palatable food and drink supply. Mating and gene propagation is supported by powerful sexual attraction. Additional properties, like body form, augment the chance to mate and nourish and defend offspring and are therefore also rewards. Care for offspring until they can reproduce themselves helps gene propagation and is rewarding; otherwise, many believe mating is useless. According to David E Comings, as any small edge will ultimately result in evolutionary advantage [21], additional reward mechanisms like novelty seeking and exploration widen the spectrum of available rewards and thus enhance the chance for survival, reproduction, and ultimate gene propagation. These functions may help us to obtain the benefits of distant rewards that are determined by our own interests and not immediately available in the environment. Thus the distal reward function in gene propagation and evolutionary fitness defines the proximal reward functions that we see in everyday behavior. That is why foods, drinks, mates, and offspring are rewarding.

There have been theories linking pleasure as a required component of health benefits salutogenesis, (salugenesis). In essence, under these terms, pleasure is described as a state or feeling of happiness and satisfaction resulting from an experience that one enjoys. Regarding pleasure, it is a double-edged sword, on the one hand, it promotes positive feelings (like mindfulness) and even better cognition, possibly through the release of dopamine [22]. But on the other hand, pleasure simultaneously encourages addiction and other negative behaviors, i.e., motivational toxicity. It is a complex neurobiological phenomenon, relying on reward circuitry or limbic activity. It is important to realize that through the “Brain Reward Cascade” (BRC) endorphin and endogenous morphinergic mechanisms may play a role [23]. While natural rewards are essential for survival and appetitive motivation leading to beneficial biological behaviors like eating, sex, and reproduction, crucial social interactions seem to further facilitate the positive effects exerted by pleasurable experiences. Indeed, experimentation with addictive drugs is capable of directly acting on reward pathways and causing deterioration of these systems promoting hypodopaminergia [24]. Most would agree that pleasurable activities can stimulate personal growth and may help to induce healthy behavioral changes, including stress management [25]. The work of Esch and Stefano [26] concerning the link between compassion and love implicate the brain reward system, and pleasure induction suggests that social contact in general, i.e., love, attachment, and compassion, can be highly effective in stress reduction, survival, and overall health.

Understanding the role of neurotransmission and pleasurable states both positive and negative have been adequately studied over many decades [26–37], but comparative anatomical and neurobiological function between animals and homo sapiens appear to be required and seem to be in an infancy stage.

Finding happiness is different between apes and humans

As stated earlier in this expert opinion one key to happiness involves a network of good friends [38]. However, it is not entirely clear exactly how the higher forms of satisfaction and pleasure are related to a sugar rush, winning a sports event or even sky diving, all of which augment dopamine release at the reward brain site. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure.

Remarkably, there are pathways for ordinary liking and pleasure, which are limited in scope as described above in this commentary. However, there are **many brain regions**, often termed hot and cold spots, that significantly **modulate** (increase or decrease) our **pleasure or** even produce **the opposite** of pleasure— that is disgust and fear [39]. One specific region of the nucleus accumbens is organized like a computer keyboard, with particular stimulus triggers in rows— producing an increase and decrease of pleasure and disgust. Moreover, the cortex has unique roles in the cognitive evaluation of our feelings of pleasure [40]. Importantly, the interplay of these multiple triggers and the higher brain centers in the prefrontal cortex are very intricate and are just being uncovered.

Desire and reward centers

It is surprising that many different sources of pleasure activate the same circuits between the mesocorticolimbic regions (Figure 1). Reward and desire are two aspects pleasure induction and have a very widespread, large circuit. Some part of this circuit distinguishes between desire and dread. The so-called pleasure circuitry called “REWARD” involves a well-known dopamine pathway in the mesolimbic system that can influence both pleasure and motivation.

In simplest terms, the well-established mesolimbic system is a dopamine circuit for reward. It starts in the ventral tegmental area (VTA) of the midbrain and travels to the nucleus accumbens (Figure 2). It is the cornerstone target to all addictions. The VTA is encompassed with neurons using glutamate, GABA, and dopamine. The nucleus accumbens (NAc) is located within the ventral striatum and is divided into two sub-regions—the motor and limbic regions associated with its core and shell, respectively. The NAc has spiny neurons that receive dopamine from the VTA and glutamate (a dopamine driver) from the hippocampus, amygdala and medial prefrontal cortex. Subsequently, the NAc projects GABA signals to an area termed the ventral pallidum (VP). The region is a relay station in the limbic loop of the basal ganglia, critical for motivation, behavior, emotions and the “Feel Good” response. This defined system of the brain is involved in all addictions –substance, and non –substance related. In 1995, our laboratory coined the term “Reward Deficiency Syndrome” (RDS) to describe genetic and epigenetic induced hypodopaminergia in the “Brain Reward Cascade” that contribute to addiction and compulsive behaviors [3,6,41].

Furthermore, ordinary “liking” of something, or pure pleasure, is represented by small regions mainly in the limbic system (old reptilian part of the brain). These may be part of larger neural circuits. In Latin, hedus is the term for “sweet”; and in Greek, hodone is the term for “pleasure.” Thus, the word Hedonic is now referring to various subcomponents of pleasure: some associated with purely sensory and others with more complex emotions involving morals, aesthetics, and social interactions. The capacity to have pleasure is part of being healthy and may even extend life, especially if linked to optimism as a dopaminergic response [42].

Psychiatric illness often includes symptoms of an abnormal inability to experience pleasure, referred to as anhedonia. A negative feeling state is called dysphoria, which can consist of many emotions such as pain, depression, anxiety, fear, and disgust. Previously many scientists used animal research to uncover the complex mechanisms of pleasure, liking, motivation and even emotions like panic and fear, as discussed above [43]. However, as a significant amount of related research about the specific brain regions of pleasure/reward circuitry has been derived from invasive studies of animals, these cannot be directly compared with subjective states experienced by humans.

In an attempt to resolve the controversy regarding the causal contributions of mesolimbic dopamine systems to reward, we have previously evaluated the three-main competing explanatory categories: “liking,” “learning,” and “wanting” [3]. That is, dopamine may mediate (a) liking: the hedonic impact of reward, (b) learning: learned predictions about rewarding effects, or (c) wanting: the pursuit of rewards by attributing incentive salience to reward-related stimuli [44]. We have evaluated these hypotheses, especially as they relate to the RDS, and we find that the incentive salience or “wanting” hypothesis of dopaminergic functioning is supported by a majority of the scientific evidence. Various neuroimaging studies have shown that anticipated behaviors such as sex and gaming, delicious foods and drugs of abuse all affect brain regions associated with reward networks, and may not be unidirectional. Drugs of abuse enhance dopamine signaling which sensitizes mesolimbic brain mechanisms that apparently evolved explicitly to attribute incentive salience to various rewards [45].

Addictive substances are voluntarily self-administered, and they enhance (directly or indirectly) dopaminergic synaptic function in the NAc. This activation of the brain reward networks (producing the ecstatic “high” that users seek). Although these circuits were initially thought to encode a set point of hedonic tone, it is now being considered to be far more complicated in function, also encoding attention, reward expectancy, disconfirmation of reward expectancy, and incentive motivation [46]. The argument about addiction as a disease may be confused with a predisposition to substance and nonsubstance rewards relative to the extreme effect of drugs of abuse on brain neurochemistry. The former sets up an individual to be at high risk through both genetic polymorphisms in reward genes as well as harmful epigenetic insult. Some Psychologists, even with all the data, still infer that addiction is not a disease [47]. Elevated stress levels, together with polymorphisms (genetic variations) of various dopaminergic genes and the genes related to other neurotransmitters (and their genetic variants), and may have an additive effect on vulnerability to various addictions [48]. In this regard, Vanyukov, et al. [48] suggested based on review that whereas the gateway hypothesis does not specify mechanistic connections between “stages,” and does not extend to the risks for addictions the concept of common liability to addictions may be more parsimonious. The latter theory is grounded in genetic theory and supported by data identifying common sources of variation in the risk for specific addictions (e.g., RDS). This commonality has identifiable neurobiological substrate and plausible evolutionary explanations.

Over many years the controversy of dopamine involvement in especially “pleasure” has led to confusion concerning separating motivation from actual pleasure (wanting versus liking) [49]. We take the position that animal studies cannot provide real clinical information as described by self-reports in humans. As mentioned earlier and in the abstract, on November 23rd, 2017, evidence for our concerns was discovered [50]

In essence, although nonhuman primate brains are similar to our own, the disparity between other primates and those of human cognitive abilities tells us that surface similarity is not the whole story. Sousa et al. [50] small case found various differentially expressed genes, to associate with pleasure related systems. Furthermore, the dopaminergic interneurons located in the human neocortex were absent from the neocortex of nonhuman African apes. Such differences in neuronal transcriptional programs may underlie a variety of neurodevelopmental disorders.

In simpler terms, the system controls the production of dopamine, a chemical messenger that plays a significant role in pleasure and rewards. The senior author, Dr. Nenad Sestan from Yale, stated: “Humans have evolved a dopamine system that is different than the one in chimpanzees.” This may explain why the behavior of humans is so unique from that of non-human primates, even though our brains are so surprisingly similar, Sestan said: “It might also shed light on why people are vulnerable to mental disorders such as autism (possibly even addiction).” Remarkably, this research finding emerged from an extensive, multicenter collaboration to compare the brains across several species. These researchers examined 247 specimens of neural tissue from six humans, five chimpanzees, and five macaque monkeys. Moreover, these investigators analyzed which genes were turned on or off in 16 regions of the brain. While the differences among species were subtle, **there was** a **remarkable contrast in** the **neocortices**, specifically in an area of the brain that is much more developed in humans than in chimpanzees. In fact, these researchers found that a gene called tyrosine hydroxylase (TH) for the enzyme, responsible for the production of dopamine, was expressed in the neocortex of humans, but not chimpanzees. As discussed earlier, dopamine is best known for its essential role within the brain’s reward system; the very system that responds to everything from sex, to gambling, to food, and to addictive drugs. However, dopamine also assists in regulating emotional responses, memory, and movement. Notably, abnormal dopamine levels have been linked to disorders including Parkinson’s, schizophrenia and spectrum disorders such as autism and addiction or RDS.

Nora Volkow, the director of NIDA, pointed out that one alluring possibility is that the neurotransmitter dopamine plays a substantial role in humans’ ability to pursue various rewards that are perhaps months or even years away in the future. This same idea has been suggested by Dr. Robert Sapolsky, a professor of biology and neurology at Stanford University. Dr. Sapolsky cited evidence that dopamine levels rise dramatically in humans when we anticipate potential rewards that are uncertain and even far off in our futures, such as retirement or even the possible alterlife. This may explain what often motivates people to work for things that have no apparent short-term benefit [51]. In similar work, Volkow and Bale [52] proposed a model in which dopamine can favor NOW processes through phasic signaling in reward circuits or LATER processes through tonic signaling in control circuits. Specifically, they suggest that through its modulation of the orbitofrontal cortex, which processes salience attribution, dopamine also enables shilting from NOW to LATER, while its modulation of the insula, which processes interoceptive information, influences the probability of selecting NOW versus LATER actions based on an individual’s physiological state. This hypothesis further supports the concept that disruptions along these circuits contribute to diverse pathologies, including obesity and addiction or RDS.

#### 2 – No intent-foresight distinction – if I foresee a consequence, then it becomes part of my deliberation since its intrinsic to my action

#### 3 – Actor spec – governments lack wills or intentions and inevitably deals with tradeoffs – outweighs because agents have differing obligations.

#### 4] No calc indicts – a) no philosophy actually says that consequences don’t matter at all since otherwise it would indict every theory since they use causal events to understand how their ethics have worked in the past and through the justification of premises b) we don’t need consequences – winning hedonism proves we’re the only one with impacts to it which means risk of offense framing is sufficient

#### 6] Extinction first –

#### A] Forecloses future improvement – we can never improve society because our impact is irreversible which proves moral uncertainty

#### 2 – Turns suffering – mass death causes suffering because people can’t get access to resources and basic necessities

#### 3 – Objectivity – body count is the most objective way to calculate impacts because comparing suffering is unethical

### 3

#### [A just government ought to] request the International Court of Justice issue an advisory opinion over whether they ought to [establish an unconditional right to strike]. [A just government] ought to abide by the outcome of the advisory opinion.

#### Solves – the ICJ will rule in favor of an unconditional right to strike.

Seifert ’18 (Achim; Professor of Law at the University of Jena, and adjunct professor at the University of Luxembourg; December 2018; “The protection of the right to strike in the ILO: some introductory remarks”; CIELO Laboral; http://www.cielolaboral.com/wp-content/uploads/2018/12/seifert\_noticias\_cielo\_n11\_2018.pdf; Accessed: 11-3-2021; AU)

The **recognition of a right to strike** in the legal order of the **International Labour Organization** (ILO) is probably one of the most controversial questions in international labor law. Since the foundation of the ILO in the aftermath of World War I, the recognition of the right to strike as a **core element** of the principle of freedom of association has been discussed in the International Labour Conference (ILC) as well as in the Governing Body and the International Labour Office. As is well known, the ILO, in its long history spanning almost one century, has not explicitly recognized a right to strike: neither Article 427 of the Peace Treaty of Versailles (1919), the Constitution of the ILO, including the Declaration of Philadelphia (1944), nor the Conventions and Recommendations in the field of freedom of association - namely Convention No. 87 on Freedom of Association and Protection of the Right to Organise (1948) - have explicitly enshrined this right. However, the Committee on Freedom of Association (CFA), established in 1951 by the Governing Body, recognized in 1952 that Convention No. 87 guarantees also the **right to strike** as an **essential element of trade** union rights enabling workers to collectively defend their economic and social interests1. It is worthwhile to note that it was a complaint of the World Federation of Trade Unions (WFTU), at that time the Communist Union Federation on international level and front organization of the Soviet Union2, against the United Kingdom for having dissolved a strike in Jamaica by a police operation; since that time the controversy on the right to strike in the legal order of the ILO was also embedded in the wider context of the Cold War. In the complaint procedure initiated by the WFTU, the CFA **recognized** a **right to strike** under Convention No. 87 but considered that the police operation in question was lawful. In the more than six following decades, the CFA has elaborated a **very detailed case law** on the right to strike dealing with many concrete questions of this right and its limits (e.g. in essential services) and manifesting an even more complex structure than the national rules on industrial action in many a Member State. This case law of the CFA has been compiled in the “Digest of Decisions and Principles of the Freedom of Association Committee of the Governing Body of the ILO”3. In 1959, i.e. seven years after case No. 28 of the CFA, the Committee of Experts for the Application of Conventions and Recommendations (CEACR) also recognized the right to strike as **a core element of freedom** of association under Article 3 of Convention No. 874. Since then, the CEACR has **reconfirmed** its view on many occasions. Both CFA and CEACR coordinate their interpretation of Article 3 of Convention No. 875. Hence there is one single corpus of rules on the right to strike developed by both supervisory Committees of the Governing Body. Moreover, the ILC also has made clear in various Resolutions adopted since the 1950s that it considers the **right to strike** as an **essential element of freedom of association6**. On the whole, the recognition of the right to strike resulted therefore from the interpretative work of CFA and CEACR as well as of the understanding of the principle of freedom of association the ILC has expressed on various occasions. It should not be underestimated the wider political context of the Cold War had in this constant recognition of a right to strike under ILO Law. Although the very first recognition of the right to strike -as mentioned above- went back to a complaint procedure before the CFA, initiated by the Communist dominated WFTU, it was the Western world that particularly emphasized on the right to strike in order to blame the Communist Regimes of the Warsaw Pact that did not explicitly recognize a right to strike in their national law or, if they legally recognized it, made its exercise factually impossible; to this end, unions, employers’ associations but also Governments of the Western World built up an alliance in the bodies of the ILO7. In accomplishing their functions, CFA and CEACR necessarily have to interpret the Conventions and Recommendations of the ILO whose application in the Member States they shall control. In so doing, they need to concretize the principle of freedom of association that is only in general terms guaranteed by the ILO Conventions and Recommendations on freedom of association. But as supervisory bodies, which the Governing Body has established and which are not foreseen in the ILO Constitution, both probably do not have the power to interpret ILO law with binding effect8. This is also the opinion that the CEACR expresses itself in its yearly reports to the ILC when explaining that, “its opinions and recommendations are non-binding”9. As a matter of fact, the Governing Body, when establishing both Committees, could not delegate to them a power that it has never possessed itself: nemo plus iuris ad alium transferre potest quam ipse haberet10. According to Article 37(1) of the ILO Constitution, it is within the **competence of the International Court of Justice** to decide upon “any question or dispute relating to the **interpretation of this Constitution** or of any subsequent Convention concluded by the Members in pursuance of the provisions of this Constitution.” Furthermore, the ILC has not established yet under Article 37(2) of the ILO Constitution an ILO Tribunal, competent for an authentic interpretation of Conventions11. However, it **cannot be denied** that this constant interpretative work of CFA and CEACR possesses an **authoritative character** given the high esteem the twenty members of the CEACR -they are all internationally renowned experts in the field of labor law and social security law- and the nine members of the CFA with their specific expertise have. As the CEACR reiterates in its Reports, “[the opinions and recommendations of the Committee] derive their persuasive value from the legitimacy and rationality of the Committee’s work based on its impartiality, experience and expertise”12. Already this interpretative authority of both Committees justifies that **national legislators or courts take into consideration** the views of these supervisory bodies of the ILO when implementing ILO law. Furthermore, the long-standing and uncontradicted interpretation of the principle of freedom of association by CFA and CEACR as well as its recognition by the Member States may be considered as a **subsequent practice** in the application of the ILO Constitution under Article 31(3)(b) of the Vienna Convention on the Law of Treaties (1968): such subsequent practices shall be taken into account when interpreting the Agreement. Their constant supervisory practice probably reflects a volonté ultérieure, since other bodies of the ILO also have **recognized a right to strike** as the two above-mentioned Resolutions of the ILC of 1957 and 1970 as well as the constant practice of the Conference Committee on the Application of Standards to examine **cases of violation** of the right to strike as **examples for breaches of the principle of freedom of association** demonstrate. As this constant practice of the organs of the ILO has not been contradicted by Member States, there is a **strong presumption** for recognition of a right to strike as a subsequent practice of the ILO under Article 31(3)(b) of the **Vienna Convention** on the Law of Treaties.

#### US compliance ensures faith in global democratic institutions – solves nuclear war.

Hawksley ’16 [Humphrey; formerly the BBC’s Beijing Bureau Chief and author of The Third World War: A Novel of Global Conflict and Asian Waters: American, China, and the Global Paradox; 11-19-2016; "Trump makes International Law Crucial for Peace"; Humphrey Hawksley; https://www.humphreyhawksley.com/trump-makes-international-law-crucial-for-peace/; Accessed 4-1-2020; AH]

Major powers tend to reject international law when rulings run counter to their interests insisting that the distant courts carry no jurisdiction. China rejected a Permanent Court of Arbitration’s ruling in July and clings to expansive claims in the South China Sea, including Scarborough Shoal near the Philippines. China’s response mirrored US rejection of a 1986 International Court of Justice ruling against US support for rebels in Nicaragua. “With these stands, both China and the United States weakened a crucial element of international law – consent and recognition by all parties,” writes journalist Humphrey Hawksley for YaleGlobal Online. Disregard for the rule of law weakens the legal system for all. Hawksley offers two recommendations for renewing respect for international law: intuitional overhaul so that the all parties recognize the courts, rejecting decisions only as last resort, and governments accepting the concept, taking a long-term view on balance of power even when rulings go against short-term strategic interests. Reforms may be too late as China organizes its own parallel systems for legal reviews and global governance, Hawksley notes, but international law, if respected, remains a mechanism for ensuring peace. – YaleGlobal LONDON: Flutter over the surprise visit to China by Philippines President Rodrigo Duterte may soon fade. But his abrupt and public dismissal of the United States in favor of China has weakened the argument that international rule of law could underpin a changing world order. The issue in question was the long-running dispute between China and the Philippines over sovereignty of Scarborough Shoal, situated 800 kilometers southeast of China and 160 kilometers west of the Philippines mainland, well inside the United Nations–defined Philippines Exclusive Economic Zone. Despite a court ruling and Duterte’s cap in hand during his October mission to Beijing, Philippine fishing vessels still only enter the waters around Scarborough Shoal at China’s mercy. The dispute erupted in April 2012, when China sent ships to expel Filipino fishing crews and took control of the area. The standoff became a symbol of Beijing’s policy to lay claim to 90 percent of the South China Sea where where it continues to build military outposts on remote reefs and artificially created islands in waters claimed by other nations. Lacking military, diplomatic or economic muscle, the Philippines turned to the rule of law and the Permanent Court of Arbitration in the Hague. A panel of maritime judges ruled China’s claim to Scarborough Shoal invalid in July this year. China refused to recognize the tribunal from the start and declared the decision “null and void,” highlighting the complex balance in the current world order between national power and the rule of law. Beijing’s response mirrored a 1986 US response to Nicaragua’s challenge in the International Court of Justice. The court ruled against the United States for mining Nicaragua’s harbors and supporting right-wing Contra rebels. The United States claimed the court had no jurisdiction. China’s response on the South China Sea ruling mirrors a 1986 US response.With these stands, both China and the United States weakened a crucial element of international law – consent and recognition by all parties. The Western liberal democratic system is being challenged, and confrontations in Asia and Europe, as in Crimea and Ukraine, replicate the lead-up to the global conflicts of last century’s Cold War. As Nicaragua and Central America were a flashpoint in the 1980s, so Scarborough Shoal and South China Sea are one now. Other flashpoints are likely to emerge as China and Russia push to expand influence. Western democracies being challenged by rising powers have a troubled history. The 1930s rise of Germany and Japan; the Cold War’s proxy theaters in Vietnam, Nicaragua and elsewhere; and the current US-Russian deadlock over Syria are evidence that far more thought must be given in the deployment of international law as a mechanism for keeping the peace The view is supported, on the surface at least, by Russia and China who issued a joint statement in June arguing that the concept of “strategic stability” being assured through nuclear weapons was outdated and that all countries should abide by principles stipulated in the “UN Charter and international law.” Emerging power India, with its mixed loyalties, shares that view. “The structures for international peace and security are being tested as never before,” says former Indian ambassador to the UN, Hardeep Singh Puri, author of Perilous Interventions: The Security Council and the Politics of Chaos. “It is everyone’s interest to re-establish the authority of the Security Council and reassert the primacy of law.”

#### Nuke war causes extinction AND outweighs other existential risks

* Checked

PND 16. internally citing Zbigniew Brzezinski, Council of Foreign Relations and former national security adviser to President Carter, Toon and Robock’s 2012 study on nuclear winter in the Bulletin of Atomic Scientists, Gareth Evans’ International Commission on Nuclear Non-proliferation and Disarmament Report, Congressional EMP studies, studies on nuclear winter by Seth Baum of the Global Catastrophic Risk Institute and Martin Hellman of Stanford University, and U.S. and Russian former Defense Secretaries and former heads of nuclear missile forces, brief submitted to the United Nations General Assembly, Open-Ended Working Group on nuclear risks. A/AC.286/NGO/13. 05-03-2016. <http://www.reachingcriticalwill.org/images/documents/Disarmament-fora/OEWG/2016/Documents/NGO13.pdf> //Re-cut by Elmer

Consequences human survival 12. Even if the 'other' side does NOT launch in response the smoke from 'their' burning cities (incinerated by 'us') will still make 'our' country (and the rest of the world) uninhabitable, potentially inducing global famine lasting up to decades. Toon and Robock note in ‘Self Assured Destruction’, in the Bulletin of Atomic Scientists 68/5, 2012, that: 13. “A nuclear war between Russia and the United States, even after the arsenal reductions planned under New START, could produce a nuclear winter. Hence, an attack by either side could be suicidal, resulting in self assured destruction. Even a 'small' nuclear war between India and Pakistan, with each country detonating 50 Hiroshima-size atom bombs--only about 0.03 percent of the global nuclear arsenal's explosive power--as air bursts in urban areas, could produce so much smoke that temperatures would fall below those of the Little Ice Age of the fourteenth to nineteenth centuries, shortening the growing season around the world and threatening the global food supply. Furthermore, there would be massive ozone depletion, allowing more ultraviolet radiation to reach Earth's surface. Recent studies predict that agricultural production in parts of the United States and China would decline by about **20 percent** for four years, and by 10 percent for a decade.” 14. A conflagration involving USA/NATO forces and those of Russian federation would most likely cause the deaths of most/nearly all/all humans (and severely impact/extinguish other species) as well as destroying the delicate interwoven techno-structure on which latter-day 'civilization' has come to depend. Temperatures would drop to below those of the last ice-age for up to 30 years as a result of the lofting of up to 180 million tonnes of very black soot into the stratosphere where it would remain for decades. 15. Though human ingenuity and resilience shouldn't be underestimated, human survival itself is arguably problematic, to put it mildly, under a 2000+ warhead USA/Russian federation scenario. 16. The Joint Statement on Catastrophic Humanitarian Consequences signed October 2013 by 146 governments mentioned 'Human Survival' no less than 5 times. The most recent (December 2014) one gives it a highly prominent place. Gareth Evans’ ICNND (International Commission on Nuclear Non-proliferation and Disarmament) Report made it clear that it saw the threat posed by nuclear weapons use as one that at least threatens what we now call 'civilization' and that potentially threatens human survival with an immediacy that even climate change does not, though we can see the results of climate change here and now and of course the immediate post-nuclear results for Hiroshima and Nagasaki as well.

### 4

#### Interpretation: Affirmatives must specify and separately delineate a standard text in the 1AC.

#### Violation: they didn’t

#### Standards

#### 1] Shiftiness- They can shift out of my turns based on whatever theory of the good they operate under due to the nature of a vague standard. Especially true because the warrants for their standard could justify different versions of [Structural Violence] coming first and I wouldn’t know until the 1AR which gives them access to multiple contingent standards.

#### 2] Real World- Philosophers need to be as specific as possible when delineating their theory since there are so many nuances and contextual applications of philosophy that require us to understand the core differences within the philosophy.

#### This spec shell isn’t regressive- it literally determines what framework the affirmative defends and how to link offense back to it

F,e, ci, no rvi

### Case

#### Vote neg on presumption –

#### A) No warrant for a ballot – the competitive nature of debate coopts any ethical value of advocating the aff – winning rounds only makes it look like they just want to win which proves framework and means advocating by losing is more effective.

#### B) Voting aff doesn’t access social change, but voting neg resolves our procedural impacts. Your ev literally says that debate was also the antidote to communist propaganda which contradicts your method.

Ritter ‘13 (JD from U Texas Law (Michael J., “Overcoming The Fiction of “Social Change Through Debate”: What’s To Learn from 2pac’s Changes?,” National Journal of Speech and Debate, Vol. 2, Issue 1)

The structure of competitive interscholastic debate renders any message communicated in a debate round virtually **incapable of creating any social change**, either in the debate community or in general society. And to the extent that the fiction of social change through debate can be proven or disproven through empirical studies or surveys, academics instead have analyzed debate with **nonapplicable** rhetorical **theory** that **fails to account for the unique aspects** of competitive interscholastic debate. Rather, the current debate relating to activism and competitive interscholastic debate concerns the following: “What is the best model to promote social change?” But a more fundamental question that must be addressed first is: **“Can debate cause social change?”** Despite over two decades of opportunity to conduct and publish empirical studies or surveys, academic proponents of the fiction that debate can create social change have chosen **not to prove this fundamental assumption**, which—as this article argues—is **merely a fiction** that is **harmful in** most, if not **all, respects**. The position that competitive interscholastic debate can create social change is more properly characterized as a **fiction** than an argument. A fiction is an invented or fabricated idea purporting to be factual but is **not provable** by any human senses or rational thinking capability or is unproven by valid statistical studies. An argument, most basically, consists of a claim and some support for why the claim is true. If the support for the claim is false or its relation to the claim is illogical, then we can deduce that the particular argument does not help in ascertaining whether the claim is true. Interscholastic competitive debate is premised upon the assumption that debate is argumentation. Because fictions are necessarily not true or cannot be proven true by any means of argumentation, the competitive interscholastic debate community should be **incredibly critical** of those fictions and adopt them only if they promote the activity and its purposes.

#### ROJ is to vote for the better debater- anything else is self serving and arbitrary- our roj includes yours because you can be a better debater by proving that rtj solves cap and that that’s bad.

#### Communist propaganda is horrible- even if it’s good in theory, it’s always led to mass death and murder through famines, dictatorships, gulags,e tc. They have to prove why their movement won’t cause that.

#### On Ahmed- this ev makes a claim that people are fossil fuel centric, but our cards believe in a model where we use cap for renewable energy. We also aren’t denying that climate change is a problem which takes this out.

#### On sempere- you need to prove that our authors want to increase their power- otherwise, we shouldn’t trust your authors as well because they might be trying to increase their own power as well. Also author quals and peer reviewing means that unless literally everyone is bad, our evidence is credible. Lastly, academia is extremely liberal so they are bound to be biased against cap.

#### Growth turn:

#### It’s sustainable---robust environmental progress and increasing resource reserves prove---BUT, they can’t save the environment either.

Andrew McAfee 20, principal research scientist at MIT, codirector of the MIT Initiative on the Digital Economy at the MIT Sloan School of Management, Doctorate from Harvard Business School, two Master of Science and two Bachelor of Science degrees from MIT, "Don't Misunderstand Earth Day's Successes," Wired, 4-22-2020, https://www.wired.com/story/opinion-dont-misunderstand-earth-days-successes/

We should all be intensely grateful to the people who took to the streets exactly 50 years ago on the first Earth Day. The modern environmental movement that crystallized then has given us a cleaner, better planet. The pressure applied to governments and businesses on April 22, 1970, has not let up since, and it has yielded two huge victories.

The first is massive reductions in the amount of pollution we and our ecosystems have to endure. In the world’s richest countries, which are the ones where environmentalism has most taken hold, the air, land, and water are all much cleaner than they were 50 years ago. This is not because these countries have simply offshored degradation to poor nations. Germany, for example, has the world’s largest trade surplus, yet has seen steady reductions in air pollution in recent decades.

If globalization is not the reason rich countries are much cleaner now than they were half a century ago, then what is? Effective regulation. The United States established the EPA and greatly strengthened the Clean Air Act in 1970, added the Clean Water Act in 1972, and kept taking steps over the years to bring down all kinds of pollution.

Some of the most innovative and helpful of these steps are cap-and-trade systems that create markets for pollution. Companies can trade with each other for the right to pollute, but the overall total is set by the government and declines over time. Over the past 30 years cap-and-trade has proved to be both relatively cheap and highly effective; a triumph of smart environmentalism.

The other great triumph is the improved health of species and ecosystems that we had pushed to the brink. Throughout the 20th century, relentless hunting almost wiped out whales. A nearly global moratorium was finally passed 1982, thanks in part to the “Save the Whales” movement that started in the mid-1970s (no doubt helped by folk superstar Judy Collins’ 1970 hit “Farewell to Tarwathie,” which introduced many people to whales’ haunting songs).

Many other species, including wolves, bears, beavers, and deer, have also come back after being near extinction in America. They rebounded in large part because we limited when, where, and how they could be hunted, and we limited trade in wild animal products. It’s generally illegal, for example, to sell hunted meat in the US. For the past 50 years, the environmental movement has carried on the laudable traditions of conservationism, which got its start early in the 20th century as Americans reacted in shock and horror to the extinction of the passenger pigeon and near elimination of the bison and other iconic animals.

Paradoxically, the great victories over pollution and extinction highlight environmentalism’s greatest weakness: a continued hostility to economic growth. The “degrowth” movement, which started in the early 1970s, stressed that human populations and economies simply couldn’t continue to grow as they had in the decades leading up to Earth Day. As philosopher André Gorz put it in 1975, “Even at zero growth, the continued consumption of scarce resources will inevitably result in exhausting them completely. The point is not to refrain from consuming more and more, but to consume less and less—there is no other way of conserving the available reserves for future generations.”

This seemed like an obvious truth to many in the 1970s, especially when they saw that the use of many natural resources—fossil fuels, metals and minerals, fertilizer, and so on—had been increasing in lockstep with the size of the overall economy. Since these resources were finite, and since their consumption went hand-in-hand with growth, growth apparently had to stop.

Yet around the world, it didn’t. The pace has slowed down a bit since the inaugural Earth Day, but this is mainly because the years between 1945 and 1970 saw exceptionally fast growth as we rebuilt our societies after two world wars. Except for that 25-year stretch, economic growth since 1970 is the fastest the world has ever seen.

So how are natural resource stocks doing? Oil is a great indicator of the overall story (its recent pandemic-induced demand free fall notwithstanding). At present we have about 50 years of oil left, given projected consumption and known reserves. That sounds dire, until you realize that 40 years ago, we only had 30 years of oil left. How can this be? It’s certainly not because we’ve cut way back on oil demand; we consume almost 40 percent more oil now than we did in 1980.

It’s because we kept finding more supplies. The same is true for every other economically important natural resource. Proven reserves—the amount of the resource we know we can access—have increased as we keep developing better technologies for finding and accessing them. And because the supply-demand balance keeps getting more favorable, resource affordability increases. The world’s average worker can, with an hour of their labor, purchase a greater quantity of every important resource than was the case just a few decades ago.

We live on a finite planet, but an incredibly abundant one. It contains enough of everything we need for as long as we’ll be around. Especially since, in the decades and centuries to come, we clever humans will almost certainly figure out nuclear fusion or some other technology that gives us limitless clean energy and lets us ignore fossil fuels. In short, there’s no need to slam the brakes on our growth. This happy fact is deeply counterintuitive, and it trips a lot of people up. But the evidence is clear: Degrowth is unnecessary.

In fact, it’s a terrible idea. Recall that the countries that have cleaned up their environments the most since Earth Day are the richest ones. This is not a coincidence, as Indira Gandhi knew in 1972. In a speech given in Stockholm, she said “Are not poverty and need the greatest polluters?... The environment cannot be improved in conditions of poverty.” Prosperous people and societies can afford, in every sense of the word, to care about the state of the planet we all live on, and to improve it.

Economic growth does not irreversibly degrade and deplete the planet. Instead, economic growth yields more prosperous people, who demand to live in a better world—a world with less pollution and more healthy ecosystems. The 50 years since Earth Day have largely shown that they get what they want.

The Covid-19 recession has given us much cleaner air in cities around the world, but at a terrible cost. We don’t need to endure such hardship to reduce emissions from car traffic. If we just made pollution more expensive and energy and transport innovation cheaper (via subsidies or research funding), we’d get the same clean skies without any economic devastation at all.

We face no shortage of environmental challenges over the next 50 years. We continue to overhunt, overfish, and raze ecosystems in many parts of the world. More extinctions loom. And of course we have to reduce the greenhouse gas pollution that’s causing global warming. The good news is that, in the decades since Earth Day, we’ve put together an effective playbook for meeting these challenges. I hope the environmentalists of the coming half-century will study this playbook, and realize that it shuns degrowth rather than advocating it.

#### NETs link turns their impact.

Fred Krupp et al. 19. Nathaniel [Keohane](https://search-proquest-com.libproxy2.usc.edu/indexinglinkhandler/sng/au/Keohane,+Nathaniel/$N?accountid=14749), and Eric Pooley. \*President of Environmental Defense Fund, a United States-based nonprofit environmental advocacy group. \*\*Vice president for international climate at the Environmental Defense Fund. He used to be in academia at Yale University and served in the White House as special assistant to President Barack Obama. \*\*\*Senior Vice President, Strategy & Communications at the Environmental Defense Fund. 4-1-2019. "Less Than Zero: Can Carbon-Removal Technologies Curb Climate Change?" Foreign Affairs. https://search-proquest-com.libproxy2.usc.edu/docview/2186099162/594BA6C689D844ABPQ/13?accountid=14749/.

When it comes to generating support for climate policy, a warranted sense of alarm is only half the battle. And the other half-a shared belief that the problem is solvable-is lagging far behind. The newfound sense of urgency is at risk of being swamped by collective despair. A scant six percent of Americans, according to the Yale study, believe that the world "can and will" effectively address climate change. With carbon dioxide emissions from fossil fuels having risen by an estimated 2.7 percent in 2018 and atmospheric concentrations of carbon dioxide, which will determine the ultimate extent of warming, at their highest level in some three million years, such pessimism may seem justified-especially with a climate change denier in the White House. But it is not too late to solve the global climate crisis. A decade of extraordinary innovation has made the greening of the global economy not only feasible but also likely. The market now favors clean energy: in many U.S. states, it is cheaper to build new renewable energy plants than to run existing coal-fired power plants. By combining solar power with new, efficient batteries, Arizona and other sunny states will soon be able to provide electricity at a lower cost per megawatthour than new, efficient natural gas plants. Local, regional, and federal governments, as well as corporations, are making measurable progress on reducing carbon pollution. Since 2000, 21 countries have reduced their annual greenhouse gas emissions while growing their economies; China is expected to see emissions peak by 2025, five years earlier than it promised as part of the negotiations for the Paris climate agreement in 2015. At the UN climate talks held late last year in Poland, countries agreed on rules for how to report progress on meeting emission-reduction commitments, an important step in implementing the Paris accord. What's more, an entirely new arsenal is emerging in the fight against climate change: negative emission technologies, or nets. Nets are different from conventional approaches to climate mitigation in that they seek not to reduce the amount of greenhouse gases emitted into the atmosphere but to remove carbon dioxide that's already there. These technologies range from the old-fashioned practice of reforestation to high-tech machines that suck carbon out of the sky and store it underground. The window of opportunity to combat climate change has not closed-and with a push from policymakers, nets can keep it propped open for longer. THE HEAT IS ON How much time is left to avoid climate catastrophe? The truth is that it is impossible to answer the question with precision. Scientists know that human activity is warming the planet but still don't fully understand the sensitivity of the climate system to greenhouse gases. Nor do they fully comprehend the link between average global warming and local repercussions. So far, however, most effects of climate change have been faster and more severe than the climate models predicted. The downside risks are enormous; the most recent predictions, ever more dire. The Paris agreement aims to limit the increase in global average temperatures above preindustrial levels to well below two degrees Celsius, and ideally to no more than 1.5 degrees Celsius. Going above those levels of warming would mean more disastrous impacts. Global average temperatures have already risen by about one degree Celsius since 1880, with two-thirds of that increase occurring after 1975. An October 2018 special report by the un's Intergovernmental Panel on Climate Change, a body of leading scientists and policymakers from around the world, found that unless the world implements "rapid and far-reaching" changes to its energy and industrial systems, the earth is likely to reach temperatures of 1.5 degrees Celsius above preindustrial levels sometime between 2030 and 2052. Limiting warming to that level, the ipcc found, would require immediate and dramatic cuts in carbon dioxide: roughly a 45 percent reduction in the next dozen years. Even meeting the less ambitious target of two degrees would require deep cuts in emissions by 2030 and sustained aggressive action far beyond then. The ipcc report also warns that seemingly small global temperature increases can have enormous consequences. For example, the half-degree difference between 1.5 degrees Celsius and two degrees Celsius of total warming could consign twice as many people to water scarcity, put ten million more at risk from rising sea levels, and plunge several hundred million more people into poverty as lower yields of key crops drive hunger across much of the developing world. At two degrees of warming, nearly all of the planet's coral reefs are expected to be lost; at 1.5 degrees, ten to 30 percent could survive. The deeper message of the IPCC report is that there is no risk-free level of climate change. Targets such as 1.5 degrees Celsius or two degrees Celsius are important political markers, but they shouldn't fool anyone into thinking that nature works so precisely. Just as the risks are lower at 1.5 degrees Celsius than at two degrees Celsius, so are they lower at two degrees Celsius than at 2.5 degrees Celsius. Indeed, the latter difference would be far more destructive, since the damages mount exponentially as temperatures rise. To manage the enormous risks of climate change, global emissions of greenhouse gases need to be cut sharply, and as soon as possible. That will require transforming energy, land, transport, and industrial systems so they emit less carbon dioxide. It will also require reducing short-lived climate pollutants such as methane, which stay in the atmosphere for only a fraction of the time that carbon dioxide does but have a disproportionate effect on near-term warming. Yet even that will not be enough. To stabilize the total atmospheric concentration of carbon dioxide and other greenhouse gases [GHGs], the world will have to reach net negative emissions-that is, taking more greenhouse gases out of the atmosphere than are being pumped into it. Achieving that through emission reductions alone will be extremely difficult, since some emissions, such as of methane and nitrous oxide from agriculture, are nearly impossible to eliminate. Countering the emissions that are hardest to abate, and bring concentrations down to safer levels, requires technologies that actually remove carbon dioxide from the atmosphere. That's where nets come in-not as a substitute for aggressive efforts to reduce greenhouse gas emissions but as a complement. By deploying technology that removes existing carbon dioxide from the atmosphere, while accelerating cuts in emissions, the world can boost its chances of keeping warming below two degrees and reduce the risk of catastrophe. Scientists and activists have tended to regard these technologies as a fallback option, to be held in reserve in case other efforts fail. Many fear that jumping ahead to carbon dioxide removal will distract from the critical need to cut pollution. But the world no longer has the luxury of waiting for emission-reduction strategies to do the job alone. Far from being a Plan B, nets must be a critical part of Plan A. What's more, embracing nets sooner rather than later makes economic sense. Because the marginal costs of emission reductions rise as more emissions are cut, it will be cheaper to deploy nets at the same time as emission-reduction technologies rather than waiting to exhaust those options first. The wider the solution set, the lower the costs. And the lower the costs, the easier it is to raise ambitions and garner the necessary political support. THE FUTURE IS NOW Even though removing carbon dioxide from the atmosphere may sound like the stuff of science fiction, there are already nets that could be deployed at scale today, according to a seminal report released by the National Academies of Sciences, Engineering, and Medicine in October 2018. One category involves taking advantage of carbon sinks-the earth's forests and agricultural soils, which have soaked up more carbon dioxide since the Industrial Revolution than has been released from burning petroleum. To date, the growth of carbon sinks has been inadvertent: in the United States, for example, as agriculture shifted from the rocky soils of the Northeast to the fertile Midwest, forests reclaimed abandoned farmland, breathing in carbon dioxide in the process. But this natural process can be improved through better forest management-letting trees grow longer before they are harvested and helping degraded forests grow back more quickly. The large-scale planting of trees in suitable locations around the world could increase carbon sinks further, a process that must go hand in hand with efforts to curb tropical deforestation and thereby continue to contain the vast amounts of carbon already stored in the earth's rainforests. Farmland provides additional potential for negative emissions. Around the world, conventional agricultural practices have reduced the amount of carbon in soils, decreasing their fertility in the process. Smarter approaches can reverse the process. Small and large landholders alike could add agricultural waste to soil, maximize the time that the soil is covered by living plants or mulch, and reduce tilling, which releases carbon dioxide. All these steps would decrease the amount of carbon that is lost from soil and increase the amount of carbon that is stored in it. The most technologically sophisticated net available in the near term is known as "bioenergy with carbon capture and storage," or BECCS. It is also the riskiest. Broadly defined, beccs involves burning or fermenting biomass, such as trees or crops, to generate electricity or make liquid fuel; capturing the carbon dioxide produced in the process; and sequestering it underground. It is considered a negative emission technology, and not a zero emission technology, because growing the biomass used in the process removes carbon from the atmosphere. What makes BECCS so exciting is its potential to remove significantly more carbon from the atmosphere than other approaches do. But it also brings challenges. For one, it is expensive: electricity generated from beccs could cost twice as much as that generated with natural gas, because biomass is an inefficient fuel source and capturing and sequestering carbon dioxide is costly. The technology would also require careful monitoring to ensure that the carbon dioxide pumped underground stays there and clear rules for legal liability in the event of leaks. But the fact that private companies have been successfully injecting carbon dioxide into depleted oil and gas reservoirs for decades offers good evidence that permanent storage is possible on a large scale. More worrying are the additional climate risks that BECCS poses. If BECCS drives demand for biomass and more of the carbon that is stored in the forest ecosystem is released as a result, it could end up raising the level of carbon in the atmosphere rather than reducing it. Another concern is competition for land: converting farms or forests to grow energy crops, something that the large-scale use of BEccs might require, could drive up the cost of food, reduce agricultural production, and threaten scarce habitats. These problems could be mitigated by using only biomass waste, such as residues from logging and agriculture, but that would reduce the potential scale. Although BEccs deserves consideration as part of the arsenal, these risks mean that its contribution will likely end up being smaller than some proponents claim. Taking all these land-based nets together, and factoring in the considerable economic, practical, and behavioral hurdles to bringing them to scale, the National Academies report concludes that by midcentury, nets could remove as much as five billion tons of carbon dioxide from the atmosphere annually. Given the significant risks involved, that estimate is probably too bullish. Even if it were not, that's still only half of the ten billion tons of carbon dioxide that will likely need to be removed each year to zero out the remaining greenhouse gas emissions, even with aggressive cuts. CLOSING THE GAP Removing from the atmosphere the balance of the carbon dioxide necessary will require perfecting technologies currently in development. Two deserve particular mention; both are full of promise, although neither is ready for widespread use. The first is called "direct air capture"- essentially, sucking carbon from the sky. The technology is already being tested in Canada, Iceland, Italy, and Switzerland at pilot plants where massive arrays of fans direct a stream of air toward a special substance that binds with the passing carbon dioxide. The substance is then either heated or forced into a vacuum to release the carbon dioxide, which is compressed and either stored or used as feedstocks for chemicals, fuels, or cement. These technologies are real-albeit prohibitively expensive in their current form. As a recent study led by David Sandalow of Columbia University's Center on Global Energy Policy concludes, taking them to scale means solving a variety of technological challenges to bring down the costs. Above all, these processes are highly energy intensive, so scaling them would require enormous amounts of low-carbon electricity. (A direct-air-capture facility powered by coal-fired electricity, for example, would generate more new carbon dioxide than it would capture.) These obstacles are serious, but the surprising progress of the past decade suggests that they can be overcome in the next one. The second technology, enhanced carbon mineralization, is even further from being realized, but it is full of even more possibility. Geologists have long known that when rock from the earth's mantle (the layer of the earth between its crust and its core) is exposed to the air, it binds with carbon dioxide to form carbon-containing minerals. The massive tectonic collisions that formed the Appalachian Mountains around 460 million years ago, for example, exposed subsurface rock to weathering that resulted in the absorption of substantial amounts of carbon dioxide from the atmosphere. That took tens of millions of years; enhanced carbon mineralization seeks to fast-forward the process. Scientists are exploring two ways to do this. In one approach, rocks would be brought to the surface to bind with carbon from the air. Such natural weathering already occurs in mine tailings, the waste left over from certain mining operations. But mimicking this process on a large scale-by grinding up large quantities of rock containing reactive minerals and bringing it to the earth's surface-would be highly energy intensive and thus costly, roughly on par with direct air capture. Another potential approach is pumping the carbon dioxide underground to meet the rock. As the National Academies report explains, carbon-dioxide-rich fluids injected into basalt or peridotite formations (two kinds of igneous rock that make up much of the earth's mantle) react with the rock, converting the dissolved carbon dioxide into solid carbon-containing minerals. Pilot projects in Iceland and the United States have demonstrated that this is possible. There is also evidence for how this could work in the natural world. Peridotite usually lies deep inside the earth, but some rock formations around the globe contain pockets of it on the surface. For example, scientists are studying how the surface-level peridotite in Oman's rock formations reacts with the air and absorbs large amounts of carbon. In theory, this approach offers nearly unlimited scale, because suitable rock formations are widespread and readily accessible. It would also be cheap, because it takes advantage of chemical potential energy in the rock instead of costly energy sources. And since the carbon dioxide is converted to solid rock, the effect is permanent, and it carries few of the side effects that other nets could bring. GETTING TO LESS These technologies do not come cheap. The National Academy of Sciences recommends as much as $1 billion annually in U.S. government funding for research on nets. And indeed, such funding should be an urgent priority. But to make these technologies economically viable and scale them rapidly, policymakers will also have to tap into a much more powerful force: the profit motive. Putting a price on carbon emissions creates an economic incentive for entrepreneurs to find cheaper, faster ways to cut pollution. Valuing negative emissions-for example, through an emission-trading system that awards credits for carbon removal or a carbon tax that provides rebates for them-would create an incentive for them to join the hunt for nets. Forty-five countries, along with ten U.S. states, have put in place some mechanism to price carbon. But only a handful of them offer rewards for converting land into forest, managing existing forests better, or increasing the amount of carbon stored in agricultural soils, and none offers incentives for other nets. What's needed is a carbon pricing system that not only charges those who emit carbon but also pays those who remove it. Such a system would provide new revenue streams for landowners who restored forest cover to their land and for farmers and ranchers who increased the amount of carbon stored in their soils. It would also reward the inventors and entrepreneurs who developed new, better technologies to capture carbon from the air and the investors and businesses that took them to scale. Without these incentives, those players will stay on the sidelines. By spurring innovation in lower-cost nets, incentives would also ease the way politically for an ambitious pollution limit-which, ultimately, is necessary for ensuring that the world meets it climate goals. Simply put, humanity's best hope is to promise that the next crop of billionaires will be those who figure out low-cost ways to remove carbon from the sky. The biggest hurdle for such incentives is the lack of a global market for carbon credits. Hope on that front, however, is emerging from an unlikely place: aviation. Currently responsible for roughly two percent of global greenhouse gases, aviation's emissions are expected to triple or quadruple by midcentury in the absence of effective policies to limit them. But in 2016, faced with the prospect that the eu would start capping the emissions of flights landing in and taking off from member states, the un body that governs worldwide air travel, the International Civil Aviation Organization, agreed to cap emissions from international flights at 2020 levels. The airline industry supported the agreement, hoping to avoid the messy regulatory patchwork that might result if the eu went ahead and states beyond the eu followed suit with their own approaches. The resulting program, called the Carbon Offsetting and Reduction Scheme for International Aviation (corsia), requires all airlines to start reporting emissions this year, and it will begin enforcing a cap in 2021. Once in full swing, at least 100 countries are expected to participate, covering at least three-quarters of the forecast increase in international aviation emissions. Airlines flying between participating countries will have two ways to comply: they can lower their emissions (for example, by burning less fuel or switching to alternative fuels), or they can buy emission-reduction credits from companies. Because the technologies for reducing airline emissions at scale are still a long way off, the industry will mostly choose the second option, relying on carbon credits from reductions in other sectors. It is estimated that over the first 15 years of corsia, demand for these credits will reach between 2.5 billion and 3.0 billion tons-roughly equal to the annual greenhouse gas emissions from the U.S. power and manufacturing sectors. With this new option to sell emission-reduction credits to airlines, there is a good possibility that a pot of gold will await companies that cut or offset their carbon emissions. In short, corsia could catalyze a global carbon market that drives investment in low-carbon fuels and technologies-including nets. To realize its promise, corsia must be implemented properly, and there are powerful forces working to see that it is not. Some countries, including ones negotiating on behalf of their state-owned companies, are trying to rig the system by allowing credits from projects that do not produce legitimate carbon reductions, such as Brazil's effort to allow the sale of credits from huge hydroelectric dams in the Amazon that have already been built and paid for (and thus do not represent new reductions). Allowing such credits into the system could crowd out potential rewards for genuine reductions. But there are also powerful, sometimes unexpected allies who stand to gain from a global carbon market that works. For example, some airlines are motivated to act out of a fear that millennials, concerned about their carbon footprint, may eventually begin to shun air travel. The new regulations, by creating demand for emission reductions and spurring investment in nets to produce jet fuel, could be the industry's best hope of protecting its reputation-and a critical step toward a broader global carbon market that moves nets from promising pilot projects to a gamechanging reality. Skeptics say that nets are too speculative and a possibility only, perhaps, in the distant future. It is true that these innovations are not fully understood and that not all of them will pan out. But no group of scholars and practitioners, no matter how expert, can determine exactly which technologies should be deployed and when. It is impossible to predict what future innovations will look like, but that shouldn't stop the world from pursuing them, especially when the threat is so grave. The fact remains that many nets are ready to be deployed at scale today, and they might make the difference between limiting warming to two degrees and failing to do so. Ultimately, climate change will be stopped by creating economic incentives that unleash the innovation of the private sector-not by waiting for the perfect technology to arrive ready-made, maybe when it's already too late. No one is saying that achieving all of this will be easy, but the road to climate stability has never been that. Hard does not mean impossible, however, and the transformative power of human ingenuity offers an endless source of hope.

#### No transition---centuries of history prove societies can’t and won’t shift fast enough.

Rogelio Luque-Lora 21, MSci in History and Philosophy of Science from the University of Cambridge, M.A. in Natural Sciences from the University of Cambridge, “Engaging imaginaries, rejecting utopias: The case for technological progress and political realism to sustain material wellbeing,” Political Geography, Vol. 86, 02-21-2021, https://doi.org/10.1016/j.polgeo.2021.102358

Gómez-Baggethun is right to suspect that the modern myth of progress has theological origins. In fact, it is largely a product of the Christian conception of human history as an inherently meaningful story that has salvation as its end point. Without the belief that there is a teleological coherence to the history of humanity, and that salvation (whether the Christian version of the Kingdom of God on Earth, or the humanist faith in an emancipated and harmonious future) is an earthly event that lies ahead of the present, the idea of progress is groundless. In cultures that are not historically steeped in Western monotheism, the belief that humanity is inexorably marching toward a better state of affairs is largely absent (Gray, 2007, pp. 29–39). Where Gómez-Baggethun's reading of progress misses the mark is in limiting its scope to technology. The central tenet of modern belief in progress is that ethics and politics advance in line with the growth of knowledge, so that as scientific and technological understandings accrue, so too do humans increasingly learn to arrange their societies in rational and ethical ways (Gray, 2002).

Contrary to Gómez-Baggethun's assertions, technological progress is a fact. Throughout their history, humans have increasingly learnt to manipulate the environment around them to serve their interests. The reason for this is that scientific knowledge grows cumulatively: past discoveries are not necessarily lost with the advent of new knowledge, but rather can be built upon or thrown into question by these new understandings. In contrast, any historical ‘gains’ in politics and ethics (placed between inverted commas to reflect that such evaluations will depend on the particular values of each generation) are easily undone by regime and cultural changes. It is progress in ethics and politics, not in technology, that is a myth.

Viewed in this light, Gómez-Baggethun's assertion that utopias are concrete and plausible if they are scientifically informed, while saying nothing about how assumed radical social change may come about, begs the question of why scientific plausibility is given categorical priority over social and political feasibility. Gómez-Baggethun's analysis fits within a broader tradition; the belief that humans can radically remake the world at will commonly presents itself as having the authority of science (Gray, 2007, p. 20). An historically and politically informed view may well reveal degrowth to be utopian, in the true sense of being a projection into the future of an unrealisable society (Gray, 2007, pp. 20–29).

There are no historical examples of humans showing the intelligence or will to voluntarily restructure their societies in the measure that would be required for a global shift to degrowth, let alone at the speed required to avert the climatic changes and ecological collapses predicted for this century. Further complicating things for advocates of degrowth, no contemporary democratic state has been able to survive without sustaining economic growth over the medium and long terms (Gray, 1992, p. 83). Recently, Gray (2019) has written,

The trouble is that Green proposals involve a drop in material living standards for large numbers of people, and any such fall will be unsustainable in political terms. Macron's tax on petrol fuelled the rise of the gilets jaunes in France, while the principal beneficiary of Hilary Clinton's election pledge to shut down the coal industry has been Donald Trump. When Green policies impose heavy costs on the poor and the working majority – as they often do – the result is a popular blowback.

Gómez-Baggethun's mistake here is to think that degrowth is feasible simply because it is desirable. In political terms, the evidence suggests that it is unfeasible. To resist these facts and to consider degrowth to be the only realistic imaginary reflects a pseudo-religious faith in humans' willingness and ability to convert to an ecological worldview and to radically adjust their institutions accordingly.

#### We’re past tipping points---only tech solves---the Aff causes dictatorship.

Eric Levitz 21. Senior Writer at New York Magazine. MA Johns Hopkins. "We’ll Innovate Our Way Out of the Climate Crisis or Die Trying". Intelligencer. 5-17-2021. https://nymag.com/intelligencer/2021/05/climate-biden-green-tech-innovation.html

Today’s best-case ecological scenario was a horror story just three decades ago. In 1993, Bill Clinton declared that global warming presented such a profound threat to civilization that the U.S. would have to bring its “emissions of greenhouse gases to their 1990 levels by the year 2000.” Instead, we waited until 2020 to do so; in the interim, humanity burned more carbon than it had since the advent of agriculture. Now, it will take a historically unprecedented, worldwide economic transformation to freeze warming at “only” 2 degrees — a level of temperature rise that will turn “once in a century” storms into annual events, drown entire island nations, and render major cities in the Middle East uninhabitable in summertime (at least for those whose lifestyles involve “walking outdoors without dying of heatstroke”). This is what passes for a utopian vision in 2021. If we confine ourselves to mere optimism — and assume that every Paris Agreement signatory meets its current pledged target for decarbonization — then warming will hit 2.4 degrees by century’s end.

The reality of our ecological predicament invites denial of our political one. Put simply, it is hard to reconcile the scale of the climate crisis with the limits of contemporary American politics. Delusions rush in to fill the gap. Among these is the fantasy of national autonomy; the notion that the United States can save the planet or destroy it, depending on the precise timeline of its domestic decarbonization. A rapid energy transition in the U.S. is a vital cause, not least for its potential to expedite similar transformations abroad. But the battle for a sustainable planet will be won or lost in the developing world. Although American consumption played a central role in the history of the climate crisis, it is peripheral to the planet’s future: Over the coming century, U.S. emissions are expected to account for only 5 percent of the global total.

There is also the delusion of “de-growth’s” viability. The fact that there is no plausible path for global economic expansion that won’t entail climate-induced death and displacement has led some environmentalists to insist on global stagnation. Yet there is neither a mass constituency for this project, nor any reason to believe that there will be any time soon. Freeze the status-quo economy in amber, and you’ll condemn nearly half of humanity to permanent poverty. Divide existing GDP into perfectly even slices, and every person on the planet will live on about $5,500 a year. American voters may express a generalized concern about the climate in surveys, but they don’t seem willing to accept even a modest rise in gas prices — let alone a total collapse
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in living standards — to address the issue. Meanwhile, any Chinese or Indian leader who attempted to stymy income growth in the name of sustainability would be ousted in short order. It’s conceivable that one could radically reorder advanced economies in a manner that enabled living standards to rise even as GDP fell; Americans might well find themselves happier and more secure in an ultra-low-carbon communal economy in which individual car ownership is heavily restricted, and housing, healthcare, and myriad low-carbon leisure activities are social rights. But nothing short of an absolute dictatorship could affect such a transformation at the necessary speed. And the specter of eco-Bolshevism does not haunt the Global North. Humanity is going to find a way to get rich sustainably, or die trying.

Thus, the chasm between the ecologically necessary and the politically possible can only be bridged by technological advance. And on that front, the U.S. actually has the resources to make a decisive contribution to global decarbonization — and some political will to leverage those resources. Unfortunately, due to some combination of fiscal superstitions and misplaced priorities, the Biden administration’s proposed investments in green innovation remain paltry. An American Jobs Plan with much higher funding for green R&D is both imminently winnable and environmentally imperative. U.S. climate hawks should make securing such legislation a top priority.

The choice before us is techno-optimism or barbarism.

If governments are forced to choose between increasing income growth in the present, and mitigating temperature rise in the future, they are going to pick the former. We’ll get cheap, lab-grown Kobe beef before we get a U.S. Senate willing to tax meat, and steel plants powered by “green hydrogen” before we get anarcho-primitivism with Chinese characteristics.

The question is whether we’ll get such breakthroughs before it’s too late.

Techno-optimism has its hazards, but the progress we’ve made toward decarbonization has come largely through technological innovation. When India canceled plans to construct 14 gigawatts of new coal-fired power stations in 2019, it did not do so in deference to international pressure or domestic environmental movements, but rather to the cost-competitiveness of solar energy. The same story holds across Asia’s developing countries: Thanks to a ninefold reduction in the cost of solar energy over the past decade, the number of new coal plants slated for construction in the region has fallen by 80 percent. Meanwhile, the road to an electric-car revolution was cleared by a collapse in the cost of lithium batteries, the challenge of powering cities with solar energy on cloudy days was eased by a 70 percent drop in the price of utility-scale batteries, and wind power grew 40 percent cheaper. Our species remains lackluster at solidarity and self-government, but we’ve got a real knack for building cool shit.

The technological progress of the past decade was not sufficient to compensate for tepid climate policy. But real techno-utopianism has never been tried: As of 2019, global spending on clean energy R&D totaled $22 billion a year, or 3 percent of the Pentagon’s annual budget. Increasing spending on such research — while expediting cost-reductions in existing technologies by deploying them en masse — should be twin priorities of American climate policy.

The preconditions for green industrialization can be made in America.

The United States has more fiscal capacity and better-financed research universities than any nation on the planet. And, for all the pathologies of our politics, public investment in green tech inspires far weaker opposition than many less-indispensable climate policies. In fact, late last year, with Republicans controlling the Senate and Donald Trump in the White House, the U.S. increased funding for zero-emission technology R&D by $35 billion. America does not have sovereignty over enough humans to save the planet by slashing our domestic emissions. But we just might have the resources and political economy necessary to help the developing world save us all.

#### This Sekera ev- top level they cut this way to short to access warrants. first you say you can’t store more than you capture but this is empirically denied since the squo has NET tech that would be apple to remove CO2 as certified by National Academies of Sciences, Engineering, and Medicine in October 2018. Next, you say it’s used for oil production but McAfee and Kripp make claims that countries like india and china are moving away from this in the squo but financial incentives are key. We’re also winning that permanent storage facilities are working.

1. <http://dictionary.reference.com/browse/negate>, <http://www.merriam-webster.com/dictionary/negate>, <http://www.thefreedictionary.com/negate>, <http://www.vocabulary.com/dictionary/negate>, <http://www.oxforddictionaries.com/definition/english/negate> [↑](#footnote-ref-1)
2. *Dictionary.com – maintain as true, Merriam Webster – to say that something is true, Vocabulary.com – to affirm something is to confirm that it is true, Oxford dictionaries – accept the validity of, Thefreedictionary – assert to be true* [↑](#footnote-ref-2)