## 1

#### Interpretation: Debaters must disclose affirmative frameworks, advocacy texts, and advantage areas thirty minutes before round if they haven’t read the affirmative before

#### Violation: They didn’t

#### Standards:

#### 1] Clash- Not disclosing incentivizes surprise tactics and poorly refined positions that rely on artificial and vague negative engagement to win debates. Their interpretation discourages third- and fourth-line testing by limiting the amount of time we have to prepare and forcing us to enter the debate with zero idea of what the affirmative is. Negatives are forced to rely on generics instead of smart contextual strategies destroying nuanced argumentation.

#### 2] Reciprocity – They get an infinite amount of time to frontline their aff to write the most efficient and effective answers to anything we could say against it while we get only four minutes in round. This gives them a tremendous advantage over us that makes it impossible to win substance.

#### 3] Shiftiness- Not knowing enough about the affirmative coming into round incentivizes 1ar shiftiness about what the aff is and what their framework/advocacy entails. That means even if we could read generics or find prep, they’d just find ways to recontextualize their obscure advocacy in the 1ar.

#### Fairness and education are voters – its how judges evaluate rounds and why schools fund debate

#### DTD – it’s key to norm set and deter future abuse

#### Competing interps – Reasonability invites arbitrary judge intervention and a race to the bottom of questionable argumentation – it also collapses since brightlines operate on an offense-defense paradigm

#### No RVIs –its illogical for you to win for proving you were fair – outweighs since logic is a litmus test for other arguments

#### NC theory first - 1] Abuse was self-inflicted- They started the chain of abuse and forced me down this strategy

#### Reject 1ar Theory and independent voting issues

#### a. 7 - 6 time skew- they can go all in on theory for 3 minutes with 2ar judge psychology, making it impossible for the 2nr to win

#### b. No 3nr, so 2ar gets to weigh however they want

#### If they get 1ar theory: Reasonability on 1AR shells – 1AR theory is very aff-biased because the 2AR gets to line-by-line every 2NR standard with new answers that never get responded to– reasonability checks 2AR sandbagging by preventing really abusive 1NCs while still giving the 2N a chance.

#### DTA on 1AR shells - They can blow up blippy 20 second shells in the 2AR while I have to split my time and can’t preempt 2AR spin which necessitates judge intervention and means 1AR theory is irresolvable so you shouldn’t stake the round on it.

#### No new 1ar theory paradigm issues- A] the 1NC has already occurred with current paradigm issues in mind so new 1ar paradigms moot any theoretical offense

## 2

#### The standard is act hedonistic util. Prefer –

#### 1 – Pleasure and pain *are* intrinsic value and disvalue – everything else *regresses* – robust neuroscience.

Blum et al. 18
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**Pleasure** is not only one of the three primary reward functions but it also **defines reward.** As homeostasis explains the functions of only a limited number of rewards, the principal reason why particular stimuli, objects, events, situations, and activities are rewarding may be due to pleasure. This applies first of all to sex and to the primary homeostatic rewards of food and liquid and extends to money, taste, beauty, social encounters and nonmaterial, internally set, and intrinsic rewards. Pleasure, as the primary effect of rewards, drives the prime reward functions of learning, approach behavior, and decision making and provides the **basis for hedonic theories** of reward function. We are attracted by most rewards and exert intense efforts to obtain them, just because they are enjoyable [10].

Pleasure is a passive reaction that derives from the experience or prediction of reward and may lead to a long-lasting state of happiness. The word happiness is difficult to define. In fact, just obtaining physical pleasure may not be enough. One key to happiness involves a network of good friends. However, it is not obvious how the higher forms of satisfaction and pleasure are related to an ice cream cone, or to your team winning a sporting event. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure [14].

Pleasure as a hallmark of reward is sufficient for defining a reward, but it may not be necessary. A reward may generate positive learning and approach behavior simply because it contains substances that are essential for body function. When we are hungry, we may eat bad and unpleasant meals. A monkey who receives hundreds of small drops of water every morning in the laboratory is unlikely to feel a rush of pleasure every time it gets the 0.1 ml. Nevertheless, with these precautions in mind, we may define any stimulus, object, event, activity, or situation that has the potential to produce pleasure as a reward. In the context of reward deficiency or for disorders of addiction, homeostasis pursues pharmacological treatments: drugs to treat drug addiction, obesity, and other compulsive behaviors. The theory of allostasis suggests broader approaches - such as re-expanding the range of possible pleasures and providing opportunities to expend effort in their pursuit. [15]. It is noteworthy, the first animal studies eliciting approach behavior by electrical brain stimulation interpreted their findings as a discovery of the brain’s pleasure centers [16] which were later partly associated with midbrain dopamine neurons [17–19] despite the notorious difficulties of identifying emotions in animals.

Evolutionary theories of pleasure: The love connection BO:D

Charles Darwin and other biological scientists that have examined the biological evolution and its basic principles found various mechanisms that steer behavior and biological development. Besides their theory on natural selection, it was particularly the sexual selection process that gained significance in the latter context over the last century, especially when it comes to the question of what makes us “what we are,” i.e., human. However, the capacity to sexually select and evolve is not at all a human accomplishment alone or a sign of our uniqueness; yet, we humans, as it seems, are ingenious in fooling ourselves and others–when we are in love or desperately search for it.

It is well established that modern biological theory conjectures that **organisms are** the **result of evolutionary competition.** In fact, Richard Dawkins stresses gene survival and propagation as the basic mechanism of life [20]. Only genes that lead to the fittest phenotype will make it. It is noteworthy that the phenotype is selected based on behavior that maximizes gene propagation. To do so, the phenotype must survive and generate offspring, and be better at it than its competitors. Thus, the ultimate, distal function of rewards is to increase evolutionary fitness by ensuring the survival of the organism and reproduction. It is agreed that learning, approach, economic decisions, and positive emotions are the proximal functions through which phenotypes obtain other necessary nutrients for survival, mating, and care for offspring.

Behavioral reward functions have evolved to help individuals to survive and propagate their genes. Apparently, people need to live well and long enough to reproduce. Most would agree that homo-sapiens do so by ingesting the substances that make their bodies function properly. For this reason, foods and drinks are rewards. Additional rewards, including those used for economic exchanges, ensure sufficient palatable food and drink supply. Mating and gene propagation is supported by powerful sexual attraction. Additional properties, like body form, augment the chance to mate and nourish and defend offspring and are therefore also rewards. Care for offspring until they can reproduce themselves helps gene propagation and is rewarding; otherwise, many believe mating is useless. According to David E Comings, as any small edge will ultimately result in evolutionary advantage [21], additional reward mechanisms like novelty seeking and exploration widen the spectrum of available rewards and thus enhance the chance for survival, reproduction, and ultimate gene propagation. These functions may help us to obtain the benefits of distant rewards that are determined by our own interests and not immediately available in the environment. Thus the distal reward function in gene propagation and evolutionary fitness defines the proximal reward functions that we see in everyday behavior. That is why foods, drinks, mates, and offspring are rewarding.

There have been theories linking pleasure as a required component of health benefits salutogenesis, (salugenesis). In essence, under these terms, pleasure is described as a state or feeling of happiness and satisfaction resulting from an experience that one enjoys. Regarding pleasure, it is a double-edged sword, on the one hand, it promotes positive feelings (like mindfulness) and even better cognition, possibly through the release of dopamine [22]. But on the other hand, pleasure simultaneously encourages addiction and other negative behaviors, i.e., motivational toxicity. It is a complex neurobiological phenomenon, relying on reward circuitry or limbic activity. It is important to realize that through the “Brain Reward Cascade” (BRC) endorphin and endogenous morphinergic mechanisms may play a role [23]. While natural rewards are essential for survival and appetitive motivation leading to beneficial biological behaviors like eating, sex, and reproduction, crucial social interactions seem to further facilitate the positive effects exerted by pleasurable experiences. Indeed, experimentation with addictive drugs is capable of directly acting on reward pathways and causing deterioration of these systems promoting hypodopaminergia [24]. Most would agree that pleasurable activities can stimulate personal growth and may help to induce healthy behavioral changes, including stress management [25]. The work of Esch and Stefano [26] concerning the link between compassion and love implicate the brain reward system, and pleasure induction suggests that social contact in general, i.e., love, attachment, and compassion, can be highly effective in stress reduction, survival, and overall health.

Understanding the role of neurotransmission and pleasurable states both positive and negative have been adequately studied over many decades [26–37], but comparative anatomical and neurobiological function between animals and homo sapiens appear to be required and seem to be in an infancy stage.

Finding happiness is different between apes and humans

As stated earlier in this expert opinion one key to happiness involves a network of good friends [38]. However, it is not entirely clear exactly how the higher forms of satisfaction and pleasure are related to a sugar rush, winning a sports event or even sky diving, all of which augment dopamine release at the reward brain site. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure.

Remarkably, there are pathways for ordinary liking and pleasure, which are limited in scope as described above in this commentary. However, there are **many brain regions**, often termed hot and cold spots, that significantly **modulate** (increase or decrease) our **pleasure or** even produce **the opposite** of pleasure— that is disgust and fear [39]. One specific region of the nucleus accumbens is organized like a computer keyboard, with particular stimulus triggers in rows— producing an increase and decrease of pleasure and disgust. Moreover, the cortex has unique roles in the cognitive evaluation of our feelings of pleasure [40]. Importantly, the interplay of these multiple triggers and the higher brain centers in the prefrontal cortex are very intricate and are just being uncovered.

Desire and reward centers

It is surprising that many different sources of pleasure activate the same circuits between the mesocorticolimbic regions (Figure 1). Reward and desire are two aspects pleasure induction and have a very widespread, large circuit. Some part of this circuit distinguishes between desire and dread. The so-called pleasure circuitry called “REWARD” involves a well-known dopamine pathway in the mesolimbic system that can influence both pleasure and motivation.

In simplest terms, the well-established mesolimbic system is a dopamine circuit for reward. It starts in the ventral tegmental area (VTA) of the midbrain and travels to the nucleus accumbens (Figure 2). It is the cornerstone target to all addictions. The VTA is encompassed with neurons using glutamate, GABA, and dopamine. The nucleus accumbens (NAc) is located within the ventral striatum and is divided into two sub-regions—the motor and limbic regions associated with its core and shell, respectively. The NAc has spiny neurons that receive dopamine from the VTA and glutamate (a dopamine driver) from the hippocampus, amygdala and medial prefrontal cortex. Subsequently, the NAc projects GABA signals to an area termed the ventral pallidum (VP). The region is a relay station in the limbic loop of the basal ganglia, critical for motivation, behavior, emotions and the “Feel Good” response. This defined system of the brain is involved in all addictions –substance, and non –substance related. In 1995, our laboratory coined the term “Reward Deficiency Syndrome” (RDS) to describe genetic and epigenetic induced hypodopaminergia in the “Brain Reward Cascade” that contribute to addiction and compulsive behaviors [3,6,41].

Furthermore, ordinary “liking” of something, or pure pleasure, is represented by small regions mainly in the limbic system (old reptilian part of the brain). These may be part of larger neural circuits. In Latin, hedus is the term for “sweet”; and in Greek, hodone is the term for “pleasure.” Thus, the word Hedonic is now referring to various subcomponents of pleasure: some associated with purely sensory and others with more complex emotions involving morals, aesthetics, and social interactions. The capacity to have pleasure is part of being healthy and may even extend life, especially if linked to optimism as a dopaminergic response [42].

Psychiatric illness often includes symptoms of an abnormal inability to experience pleasure, referred to as anhedonia. A negative feeling state is called dysphoria, which can consist of many emotions such as pain, depression, anxiety, fear, and disgust. Previously many scientists used animal research to uncover the complex mechanisms of pleasure, liking, motivation and even emotions like panic and fear, as discussed above [43]. However, as a significant amount of related research about the specific brain regions of pleasure/reward circuitry has been derived from invasive studies of animals, these cannot be directly compared with subjective states experienced by humans.

In an attempt to resolve the controversy regarding the causal contributions of mesolimbic dopamine systems to reward, we have previously evaluated the three-main competing explanatory categories: “liking,” “learning,” and “wanting” [3]. That is, dopamine may mediate (a) liking: the hedonic impact of reward, (b) learning: learned predictions about rewarding effects, or (c) wanting: the pursuit of rewards by attributing incentive salience to reward-related stimuli [44]. We have evaluated these hypotheses, especially as they relate to the RDS, and we find that the incentive salience or “wanting” hypothesis of dopaminergic functioning is supported by a majority of the scientific evidence. Various neuroimaging studies have shown that anticipated behaviors such as sex and gaming, delicious foods and drugs of abuse all affect brain regions associated with reward networks, and may not be unidirectional. Drugs of abuse enhance dopamine signaling which sensitizes mesolimbic brain mechanisms that apparently evolved explicitly to attribute incentive salience to various rewards [45].

Addictive substances are voluntarily self-administered, and they enhance (directly or indirectly) dopaminergic synaptic function in the NAc. This activation of the brain reward networks (producing the ecstatic “high” that users seek). Although these circuits were initially thought to encode a set point of hedonic tone, it is now being considered to be far more complicated in function, also encoding attention, reward expectancy, disconfirmation of reward expectancy, and incentive motivation [46]. The argument about addiction as a disease may be confused with a predisposition to substance and nonsubstance rewards relative to the extreme effect of drugs of abuse on brain neurochemistry. The former sets up an individual to be at high risk through both genetic polymorphisms in reward genes as well as harmful epigenetic insult. Some Psychologists, even with all the data, still infer that addiction is not a disease [47]. Elevated stress levels, together with polymorphisms (genetic variations) of various dopaminergic genes and the genes related to other neurotransmitters (and their genetic variants), and may have an additive effect on vulnerability to various addictions [48]. In this regard, Vanyukov, et al. [48] suggested based on review that whereas the gateway hypothesis does not specify mechanistic connections between “stages,” and does not extend to the risks for addictions the concept of common liability to addictions may be more parsimonious. The latter theory is grounded in genetic theory and supported by data identifying common sources of variation in the risk for specific addictions (e.g., RDS). This commonality has identifiable neurobiological substrate and plausible evolutionary explanations.

Over many years the controversy of dopamine involvement in especially “pleasure” has led to confusion concerning separating motivation from actual pleasure (wanting versus liking) [49]. We take the position that animal studies cannot provide real clinical information as described by self-reports in humans. As mentioned earlier and in the abstract, on November 23rd, 2017, evidence for our concerns was discovered [50]

In essence, although nonhuman primate brains are similar to our own, the disparity between other primates and those of human cognitive abilities tells us that surface similarity is not the whole story. Sousa et al. [50] small case found various differentially expressed genes, to associate with pleasure related systems. Furthermore, the dopaminergic interneurons located in the human neocortex were absent from the neocortex of nonhuman African apes. Such differences in neuronal transcriptional programs may underlie a variety of neurodevelopmental disorders.

In simpler terms, the system controls the production of dopamine, a chemical messenger that plays a significant role in pleasure and rewards. The senior author, Dr. Nenad Sestan from Yale, stated: “Humans have evolved a dopamine system that is different than the one in chimpanzees.” This may explain why the behavior of humans is so unique from that of non-human primates, even though our brains are so surprisingly similar, Sestan said: “It might also shed light on why people are vulnerable to mental disorders such as autism (possibly even addiction).” Remarkably, this research finding emerged from an extensive, multicenter collaboration to compare the brains across several species. These researchers examined 247 specimens of neural tissue from six humans, five chimpanzees, and five macaque monkeys. Moreover, these investigators analyzed which genes were turned on or off in 16 regions of the brain. While the differences among species were subtle, **there was** a **remarkable contrast in** the **neocortices**, specifically in an area of the brain that is much more developed in humans than in chimpanzees. In fact, these researchers found that a gene called tyrosine hydroxylase (TH) for the enzyme, responsible for the production of dopamine, was expressed in the neocortex of humans, but not chimpanzees. As discussed earlier, dopamine is best known for its essential role within the brain’s reward system; the very system that responds to everything from sex, to gambling, to food, and to addictive drugs. However, dopamine also assists in regulating emotional responses, memory, and movement. Notably, abnormal dopamine levels have been linked to disorders including Parkinson’s, schizophrenia and spectrum disorders such as autism and addiction or RDS.

Nora Volkow, the director of NIDA, pointed out that one alluring possibility is that the neurotransmitter dopamine plays a substantial role in humans’ ability to pursue various rewards that are perhaps months or even years away in the future. This same idea has been suggested by Dr. Robert Sapolsky, a professor of biology and neurology at Stanford University. Dr. Sapolsky cited evidence that dopamine levels rise dramatically in humans when we anticipate potential rewards that are uncertain and even far off in our futures, such as retirement or even the possible alterlife. This may explain what often motivates people to work for things that have no apparent short-term benefit [51]. In similar work, Volkow and Bale [52] proposed a model in which dopamine can favor NOW processes through phasic signaling in reward circuits or LATER processes through tonic signaling in control circuits. Specifically, they suggest that through its modulation of the orbitofrontal cortex, which processes salience attribution, dopamine also enables shilting from NOW to LATER, while its modulation of the insula, which processes interoceptive information, influences the probability of selecting NOW versus LATER actions based on an individual’s physiological state. This hypothesis further supports the concept that disruptions along these circuits contribute to diverse pathologies, including obesity and addiction or RDS.

#### 2 – No intent-foresight distinction – if I foresee a consequence, then it becomes part of my deliberation since its intrinsic to my action

#### No intent foresight distinction for states.

Enoch 07 Enoch, D [The Faculty of Law, The Hebrew Unviersity, Mount Scopus Campus, Jersusalem]. (2007). INTENDING, FORESEEING, AND THE STATE. Legal Theory, 13(02). doi:10.1017/s1352325207070048 https://www.cambridge.org/core/journals/legal-theory/article/intending-foreseeing-and-the-state/76B18896B94D5490ED0512D8E8DC54B2

The general difficulty of the intending-foreseeing distinction here stemmed, you will recall, from the feeling that attempting to pick and choose among the foreseen consequences of one’s actions those one is more and those one is less responsible for looks more like the preparation of a defense than like a genuine attempt to determine what is to be done. Hiding behind the intending-foreseeing distinction seems like an attempt to evade responsibility, and so thinking about the distinction in terms of responsibility serves 39. Anderson & Pildes, supra note 38. I will use this text as my example of an expressive theory here. 40. See id. at 1554, 1564. 41. For a general critique, see Mathew D. Adler, Expressive Theories of Law: A Skeptical Overview, 148 U. PA. L. REV. 1363 (1999–2000). 42. As Adler repeatedly notes, the understanding of expression Anderson & Pildes work with is amazingly broad, so that “To express an attitude through action is to act on the reasons the attitude gives us”; Anderson & Pildes, supra note 38, at 1510. If this is so, it seems that expression drops out of the picture and everything done with it can be done directly in terms of reasons. 43. This may be true of what Anderson and Pildes have in mind when they say that “expressive norms regulate actions by regulating the acceptable justifications for doing them”; id. at 1511. http://journals.cambridge.org Downloaded: 03 Aug 2014 IP address: 134.153.184.170 Intending, Foreseeing, and the State 91 to reduce even further the plausibility of attributing to it intrinsic moral significance. This consideration—however weighty in general—seems to me very weighty when applied to state action and to the decisions of state officials. For perhaps it may be argued that individuals are not required to undertake a global perspective, one that equally takes into account all foreseen consequences of their actions. Perhaps, in other words, individuals are entitled to (roughly) settle for having a good will, and beyond that let chips fall where they may. But this is precisely what stateswomen and statesmen—and certainly states—are not entitled to settle for.44 In making policy decisions, it is precisely the global (or at least statewide, or nationwide, or something of this sort) perspective that must be undertaken. Perhaps, for instance, an individual doctor is entitled to give her patient a scarce drug without thinking about tomorrow’s patients (I say “perhaps” because I am genuinely not sure about this), but surely when a state committee tries to formulate rules for the allocation of scarce medical drugs and treatments, it cannot hide behind the intending-foreseeing distinction, arguing that if it allows45 the doctor to give the drug to today’s patient, the death of tomorrow’s patient is merely foreseen and not intended. When making a policy-decision, this is clearly unacceptable. Or think about it this way (I follow Daryl Levinson here):46 perhaps restrictions on the responsibility of individuals are justified because individuals are autonomous, because much of the value in their lives comes from personal pursuits and relationships that are possible only if their responsibility for what goes on in the (more impersonal) world is restricted. But none of this is true of states and governments. They have no special relationships and pursuits, no personal interests, no autonomous lives to lead in anything like the sense in which these ideas are plausible when applied to individuals persons. So there is no reason to restrict the responsibility of states in anything like the way the responsibility of individuals is arguably restricted.47 States and state officials have much more comprehensive responsibilities than individuals do. Hiding behind the intending-foreseeing distinction thus more clearly constitutes an evasion of responsibility in the case of the former. So the evading-responsibility worry has much more force against the intending-foreseeing distinction when applied to state action than elsewhere.

#### 3 – Actor spec – governments lack wills or intentions and inevitably deals with tradeoffs – outweighs because agents have differing obligations.

#### 4 – No act omission distinction – choosing not to act is an action in of itself since you had to make an active decision to omit. Walking past a drowning baby and choosing not to save it is a cognitive decision you were faced with and you actively decided to keep walking b) warranting a distinction gives agents the permissible choice of omitting from any ethical action since omissions lack culpability.

#### 5] No calc indicts – a) no philosophy actually says that consequences don’t matter at all since otherwise it would indict every theory since they use causal events to understand how their ethics have worked in the past and through the justification of premises b) we don’t need consequences – winning hedonism proves we’re the only one with impacts to it which means risk of offense framing is sufficient c) they’re blippy nibs that set the aff at an unfair advantage since they only have to win one while we have to beat them all – dtd voting issue for fairness

#### 6] Extinction first –

#### A] Forecloses future improvement – we can never improve society because our impact is irreversible which proves moral uncertainty

#### 2 – Turns suffering – mass death causes suffering because people can’t get access to resources and basic necessities

#### 3 – Objectivity – body count is the most objective way to calculate impacts because comparing suffering is unethical

## 3

#### Business Confidence is high now – best surveys.

ICAEW 8-20 8-20-2021 "Business confidence remains at record high as economy gets sales boost" <https://www.icaew.com/about-icaew/news/press-release-archive/2021-news-releases/business-confidence-remains-at-record-high-as-economy-gets-sales-boost> (Institute of Chartered Accountants in England and Wales)//Elmer

Friday 20 August 2021: **Business confidence** has **hit a record high** for the second quarter in a row, a survey of chartered accountants published today has found. Business confidence at record **high for second consecutive quarter**, ICAEW survey finds Strong sales growth projections key to confidence boost Companies face new challenges as economy reopens Business confidence has hit a record high for the second quarter in a row, a survey of chartered accountants published today (FRIDAY 20 AUGUST 2021) has found. Sentiment tracked by ICAEW’s Business Confidence Monitor™ (BCM) found **optimism at 47 on the quarterly index**, its **highest** level **since** the **survey was launched** in 2004 and surpassing the previous record set last quarter. [1] The optimism was **shared by businesses of all sizes across all sectors, nations and regions** in the UK. The record reading was a likely reflection of the expectation of strong sales growth in the year ahead, especially in the domestic market where a record rise of 7.4% is predicted over the coming 12 months. Companies also expect a sharp boost in export sales, which will rebound to pre-pandemic rates of increase. [2] However, the likelihood of confidence remaining positive is highly dependent on the COVID-19 situation not deteriorating further, ICAEW said. Decisions on interest rates, the winding down of support schemes, such as furlough, could also have an impact on future business sentiment. Office for National Statistics figures published last week showed that Britain’s economy grew 4.8% between April and June, below the 5% that the Bank of England had forecast. Michael Izza, ICAEW Chief Executive, said: “Business confidence has now hit record levels for two quarters in a row - companies are clearly benefitting from rising customer demand as the economy reopens and life begins to return to normal. The high level of optimism is unsurprising but it remains vulnerable to a possible resurgence of COVID-19 as we head into the autumn. “While confidence is high across all sectors, with companies reporting record expectations for domestic sales growth, they also told us they **face challenges from** **skills shortages**, wage increases and rising costs. “This is a crucial stage for the economy. Despite having to cope with the winding down of government financial support and possible interest rate rises, businesses are definitely bouncing back, but **finances are fragile** and any **additional costs could threaten** the recovery.”

#### Right to Strike has unintended effects that threaten growth and business confidence.

Tenza 20, Mlungisi. "The effects of violent strikes on the economy of a developing country: a case of South Africa." Obiter 41.3 (2020): 519-537. (lecturer in the field of Labour Law at the School of Law. He holds a LLM Degree.)//Elmer

2 BACKGROUND When South Africa obtained democracy in 1994, there was a dream of a better country with a new vision for industrial relations.5 However, the number of **violent strikes** that have bedevilled this country in recent years seems to have **shattered-down** the **aspirations of a better South Africa**. South Africa recorded 114 strikes in 2013 and 88 strikes in 2014, which **cost** the country about **R6.1 billion** according to the Department of Labour.6 The impact of these strikes has been hugely felt by the mining sector, particularly the platinum industry. The biggest strike took place in the platinum sector where about 70 000 mineworkers’ downed tools for better wages. Three major platinum producers (Impala, Anglo American and Lonmin Platinum Mines) were affected. The strike started on 23 January 2014 and ended on 25 June 2014. Business Day reported that “the five-month-long strike in the platinum sector pushed the economy to the brink of recession”. 7 This strike was closely followed by a four-week strike in the metal and engineering sector. All these strikes (and those not mentioned here) were characterised with violence accompanied by damage to property, intimidation, assault and sometimes the killing of people. Statistics from the metal and engineering sector showed that about 246 cases of intimidation were reported, 50 violent incidents occurred, and 85 cases of vandalism were recorded.8 Large-scale unemployment, soaring poverty levels and the dramatic income inequality that characterise the South African labour market provide a broad explanation for strike violence.9 While participating in a strike, workers’ stress levels leave them feeling frustrated at their seeming powerlessness, which in turn provokes further violent behaviour.10 These **strikes** are not only violent but **take long to resolve**. Generally, a lengthy strike has a **negative effect on employment**, **reduces business confidence** **and increases the risk of economic stagflation**. In addition, such strikes have a **major setback on** the growth of the economy and **investment opportunities**. It is common knowledge that consumer spending is directly linked to economic growth. At the same time, if the economy is not showing signs of growth, employment opportunities are shed, and poverty becomes the end result. The economy of South Africa is in need of rapid growth to enable it to deal with the high levels of unemployment and resultant poverty. One of the measures that may boost the country’s economic growth is by attracting potential investors to invest in the country. However, this might be difficult as **investors** would want to invest in a country where there is a likelihood of getting returns for their investments. The wish of getting returns for investment **may not materialise** **if the labour environment** **is not fertile** for such investments **as a result** **of**, for example, **unstable labour relations**. Therefore, investors may be reluctant to invest where there is an unstable or fragile labour relations environment. 3 THE COMMISSION OF VIOLENCE DURING A STRIKE AND CONSEQUENCES The Constitution guarantees every worker the right to join a trade union, participate in the activities and programmes of a trade union, and to strike. 11 The Constitution grants these rights to a “worker” as an individual.12 However, the right to strike and any other conduct in contemplation or furtherance of a strike such as a picket13 can only be exercised by workers acting collectively.14 The right to strike and participation in the activities of a trade union were given more effect through the enactment of the Labour Relations Act 66 of 199515 (LRA). The main purpose of the LRA is to “advance economic development, social justice, labour peace and the democratisation of the workplace”. 16 The advancement of social justice means that the exercise of the right to strike must advance the interests of workers and at the same time workers must refrain from any conduct that can affect those who are not on strike as well members of society. Even though the right to strike and the right to participate in the activities of a trade union that often flow from a strike17 are guaranteed in the Constitution and specifically regulated by the LRA, it sometimes happens that **the right to strike is exercised** **for purposes not intended** by the Constitution and the LRA, generally. 18 For example, it was not the intention of the Constitutional Assembly and the legislature that violence should be used during strikes or pickets. As the Constitution provides, pickets are meant to be peaceful. 19 Contrary to section 17 of the Constitution, the conduct of workers participating in a strike or picket has changed in recent years with workers trying to emphasise their grievances by causing disharmony and chaos in public. A media report by the South African Institute of Race Relations pointed out that between the years 1999 and 2012 there were 181 strike-related deaths, 313 injuries and 3,058 people were arrested for public violence associated with strikes.20 The question is whether employers succumb easily to workers’ demands if a strike is accompanied by violence? In response to this question, one worker remarked as follows: “[T]here is no sweet strike, there is no Christian strike … A strike is a strike. [Y]ou want to get back what belongs to you ... you won’t win a strike with a Bible. You do not wear high heels and carry an umbrella and say ‘1992 was under apartheid, 2007 is under ANC’. You won’t win a strike like that.” 21 The use of violence during industrial action **affects** not only the strikers or picketers, the **employer** and his or her **business** but it also affects **innocent members of the public**, **non-striking employees**, the **environment** **and the economy at large**. In addition, striking workers visit non-striking workers’ homes, often at night, threaten them and in some cases, assault or even murder workers who are acting as replacement labour. 22 This points to the fact that for many workers and their families’ living conditions remain unsafe and vulnerable to damage due to violence. In Security Services Employers Organisation v SA Transport & Allied Workers Union (SATAWU),23 it was reported that about 20 people were thrown out of moving trains in the Gauteng province; most of them were security guards who were not on strike and who were believed to be targeted by their striking colleagues. Two of them died, while others were admitted to hospitals with serious injuries.24 In SA Chemical Catering & Allied Workers Union v Check One (Pty) Ltd,25 striking employees were carrying various weapons ranging from sticks, pipes, planks and bottles. One of the strikers Mr Nqoko was alleged to have threatened to cut the throats of those employees who had been brought from other branches of the employer’s business to help in the branch where employees were on strike. Such conduct was held not to be in line with good conduct of striking.26

#### Corporate optimism, specifically investment, drives self-sustaining recovery.

Van der Welle 7-7 Peter Van der Welle 7-7-2021 “How capex holds the key to a self-sustaining economic recovery” <https://www.robeco.com/latam/en/insights/2021/07/how-capex-holds-the-key-to-a-self-sustaining-economic-recovery.html> (Strategist within the Global Macro team, M.A. in Economics from Tilburg University)//Elmer

Title: How capex holds **the key to a self-sustaining economic recovery**. **Capital expenditure** to fix supply shortages and meet burgeoning demand is seen figuring strongly in the post-Covid recovery. [Author and summary omitted]. **Companies** are **expected to invest heavily** in new equipment and capacity as they seek **to meet** the pent-up **demand released from** economic **reopening**. “The world is emerging from the pandemic, and much of the focus has been on the release of huge pent-up demand for goods and services that have been inaccessible for much of the past year,” says Peter Van der Welle, strategist with Robeco’s multi-asset team. “But there is a bigger issue regarding the ability of companies to supply these goods and services, due to the supply side constraints that have emerged through economic reopening. We believe this is powering a resurgence in capital expenditure by companies, and those which are investing in new equipment to meet greater demand will be the more sought after stocks.” Capex intentions Van der Welle says this trend can already be seen in the US Federal Reserve’s Capex Intentions Index, which shows that steep year-on-year increases in capital expenditures are planned. “So, that's **promising for** a near-term **rebound** in the capex cycle,” he says. “The market has already picked up on that theme because you can see a clear outperformance of capex-intensive stocks compared to the broader market year to date.” Fiscal dominance Van der Welle says five elements support the multi-asset team’s view that capex will rise from here onwards. “The first is the overarching macroeconomic picture in that we are increasingly moving towards an environment of fiscal dominance and away from one that has been monetary-led via quantitative easing,” he says. “Central banks have pursued very easy monetary policies, but they have hit the nominal lower bounds with regard to policy rates.” “This is a hard constraint because real rates are difficult for central banks to push even lower than they are nowadays, given the strong consensus among both central bankers and market participants that inflation is transitory.” Big spending plans For stimulus, fiscal policy is better suited to address the negative supply shock that Covid-19 has posed. Fiscal dominance can be seen in the huge infrastructure spending planned in the US, with the USD 1.9 trillion American Rescue Plan already in motion, and the USD 2 trillion American Jobs Plan going through Congress. In Europe, the disbursement of the EUR 750 billion EU Recovery Fund is due to start later in July. “An era of f**iscal dominance** is able to **say goodbye to** the secular **stagnation** thesis, which holds that the economy is suffering from under-investment,” says Van der Welle. “Under-investment due to insufficient demand, which was the biggest problem after the global financial crisis, has become less likely.” “We saw very subdued consumption growth both in the US and elsewhere between 2009 and 2019. That story is reversing in the US. Households’ income has been supported by fiscal policy during the Covid-19 recession, while burgeoning consumer demand in the reopening phase could prove to be more sticky as employment prospects continue to improve in the medium term.” Tobin’s Q looks good A third reason to expect higher capex is driven by ‘Tobin’s Q’ – the market value of a company divided by its assets' replacement cost. If this ratio is above one, then corporates have an incentive to invest directly in the underlying assets rather than buying another company at market value to acquire the same assets. The Tobin’s Q ratio is currently at 1.7 for the US. “So it's very expensive to do M&A, and it is wiser for corporates to invest in the underlying capital goods themselves,” Van der Welle says. “We should therefore expect a gradual move away from M&A activity towards companies making direct investments in capital goods.” Supply-side constraints The fourth element is the severe supply-side constraints seen in the global economy, as capacity shut down during the pandemic. “This is reflected in the ISM Prices Paid Index, which reached an all-time high in June in reflection of rampant shortages of raw materials and labor,” says Van der Welle. “Clearly the issue today following the pandemic is not demand related, but supply related. This will also trigger more awareness to push the productivity frontier and incentivize capital expenditure.” Less reliance on labor The fifth element is the partial substitution from labor to capital in the US against the backdrop of lingering labor shortages. “A decline in the labor force participation rate shows that people are not quickly returning to the labor force, as they have been disincentivized by the subsidies and pay checks they have gained from the stimulus plans, and/or structural changes in their work/life balance due to the pandemic,” says Van der Welle. “When the cost of labor becomes more expensive, substituting labor with capital becomes more attractive for employers. Typically, the inflection point for capex intentions becoming positive is when unit labor costs rise by more than 2% year on year, which is the case today.” Capex will lengthen the earnings cycle Regarding earnings, **there is a** significant **relationship** **between** capex intentions and productivity, though the lag from intending to invest to actually getting a realized productivity gain is quite long – up to several years. **Higher capex that eventually brings higher productivity** **growth will sustain the earnings cycle**, Van der Welle says. Higher productivity gives corporates more pricing power because they suppress unit labor costs, and that means profit margins can stay elevated for longer.

#### Business confidence is the best indicator for growth.

Khan 20, Hashmat, and Santosh Upadhayaya. "Does business confidence matter for investment?." Empirical Economics 59.4 (2020): 1633-1665. (Economics Professor at Carleton University)//Elmer

Abstract Business confidence is a well-known leading indicator of future output. Whether it has information about future investment is, however, unclear. We determine how informative business confidence is for investment growth independently of other variables using US business confidence survey data for 1955Q1–2016Q4. Our main findings are: (i) **business confidence has predictive ability for investment growth**; (ii) remarkably, business confidence has **superior** forecasting power, relative **to conventional predictors**, for investment downturns over 1–3-quarter forecast horizons and for the sign of investment growth over a 2-quarter forecast horizon; and (iii) exogenous shifts in business confidence reflect short-lived non-fundamental factors, consistent with the ‘animal spirits’ view of investment. Our findings have implications for improving investment forecasts, developing new business cycle models, and studying the role of social and psychological factors determining investment growth. Introduction Business confidence is a well-known leading indicator of future output, especially during economic downturns, and receives attention from the media, policymakers and forecasters. Somewhat surprisingly, the direct link between business confidence and investment has not yet been investigated. Our paper fills this gap. We provide a quantitative assessment of the information in business confidence for future investment growth, after **controlling for** the conventional determinants such as **user cost, output, cash flow and stock price**. Understanding the predictive power of business confidence is valuable along three dimensions. First, it can help forecasters and policymakers improve their investment forecasts. Second, it can provide a rationale for explicitly including **business confidence**—either **as causal or** as **anticipatory**—**in** theoretical models of **business cycles**. Third, it can help motivate studies on the how investment managers’ social and psychological circumstances influence investment decisions over and beyond rational cost-benefit analyses.Footnote1 We consider the Organization for Economic Co-Operation and Development (OECD)’s business confidence index for the USA as a measure of business confidence and ask the following three questions.Footnote2 Does business confidence have independent information about future business investment growth? Does it have forecasting power for investment downturns? Does it help in making directional forecasts—the positive or negative movements in the trajectory of investment growth? Previous literature that used business confidence has primarily studied its predictive properties for variables other than investment. Heye (1993) examines the relationship between business confidence and labour market conditions in the USA and other industrialized countries. Dasgupta and Lahiri (1993) show that business sentiments have explanatory power of forecasting business cycle turning points. Taylor and McNabb (2007) find that business confidence is procyclical and plays an important role in forecasting output downturns. Although we focus on business confidence, our paper is related to a large body of previous research that has studied consumer confidence or sentiment and its ability to forecast macroeconomic variables. Leeper (1992) finds that consumer sentiment does not help predict industrial production and unemployment, especially when financial variables are taken into account. On the other hand, Matsusaka and Sbordone (1995) reject the hypothesis that consumer sentiment does not predict output. Carroll et al. (1994), Fuhrer (1993), Bram and Ludvigson (1998), Ludvigson (2004) and Cotsomitis and Kwan (2006) find that the consumer attitudes have some additional information about predicting household spending behaviour. Lahiri et al. (2016) employ a large real-time dataset and find that the consumer confidence survey has important role in improving the accuracy of consumption forecasts. Christiansen et al. (2014) find that consumer and business sentiments contain independent information for forecasting business cycles. Barsky and Sims (2012) find that consumer confidence reflects news about future fundamentals and a confidence shock has a persistent effect on the economy. More recently, Angeletos et al. (2018) quantify the role of confidence for business cycle from both theoretical and empirical perspectives. They construct a measure of confidence within a Vector Autoregressive (VAR) framework by taking the linear combination of the VAR residuals that maximizes the sum of the volatilities of hours and investment at frequencies of 6–32 quarters. Their measure likely captures a mixture of consumer and business confidence and is, therefore, distinct from the survey-based measure that we use in our analysis. We find that business confidence leads US business investment growth by one quarter. It leads structures investment, which is one of the major components of business investment, by two quarters. Our **empirical analysis shows** that **investors’ confidence has** statistically **significant predictive power for** US business investment **growth** and its components (equipment and non-residential structures) after **controlling for other determinants of investment**. To better gauge the role of business confidence for investment growth, we also perform Out-Of-Sample (OOS) test for 1990Q1–2016Q4. Our findings suggest that the OOS test results are similar to the in-sample test results.Footnote3 While, as we found, business confidence has predictive power for total investment, it may also contain additional information on the trajectory of investment as captured by downturns and directional changes. This information would be of interest to policymakers in assessing the economy’s near-term outlook, over and above the general ability of business confidence to forecast investment. Indeed, we find that contemporaneous correlation between business confidence and investment growth rises during NBER recession dates. This property of the data suggests that it is worthwhile to explore the forecasting ability of business confidence for investment downturns and directional changes. Towards this end, we define investment downturns as business investment growth below the sample average for more than two consecutive quarters.Footnote4 Using a static probit forecasting model, we assess the OOS forecasting ability of business confidence for investment downturns for 1990Q1–2016Q4. A key finding of this approach in the literature is that term spread and stock price contain information for forecasting US recessions (Estrella and Mishkin 1998; Nyberg 2010; Kauppi and Saikkonen 2008). We follow a similar approach and find that business confidence has statistically significant forecasting power for investment downturns over 1–4-quarter forecast horizons in the US economy. It has stronger forecasting ability than the traditional predictors such as term spread, credit spread and stock price at 1–3-quarter forecast horizons. We also find strong evidence that the business confidence has good incremental predictive power for investment downturns over 1–4-quarter forecast horizons, controlling for other predictors of downturns.

#### Economic decline results in multilateral breakdown that causes state collapse, conflict, climate change, and Arctic and Space War.

McLennan 21 – Strategic Partners Marsh McLennan SK Group Zurich Insurance Group, Academic Advisers National University of Singapore Oxford Martin School, University of Oxford Wharton Risk Management and Decision Processes Center, University of Pennsylvania, “The Global Risks Report 2021 16th Edition” “http://www3.weforum.org/docs/WEF\_The\_Global\_Risks\_Report\_2021.pdf //Re-cut by Elmer

Forced to choose sides, governments may face **economic** or diplomatic **consequences**, as proxy disputes play out in control over economic or geographic resources. The deepening of geopolitical fault lines and the lack of viable middle power alternatives make it harder for countries to cultivate connective tissue with a diverse set of partner countries based on mutual values and maximizing efficiencies. Instead, networks will become thick in some directions and non-existent in others. The COVID-19 crisis has amplified this dynamic, as digital interactions represent a “huge loss in efficiency for diplomacy” compared with face-to-face discussions.23 With some **alliances weakening**, diplomatic relationships will become more unstable at points where superpower tectonic plates meet or withdraw. At the same time, without superpower referees or middle power enforcement, global **norms** may **no longer govern** state **behaviour**. Some governments will thus see the solidification of rival blocs as an opportunity to engage in regional posturing, which will have destabilizing effects.24 Across societies, domestic discord and **economic crises will** **increase** the risk of **autocracy**, **with corresponding** **censorship, surveillance**, restriction of movement and abrogation of rights.25 Economic crises will also amplify the **challenges for middle power**s as they navigate geopolitical competition. **ASEAN countries, for example, had offered a potential new manufacturing base as the United States and China decouple, but the pandemic has left these countries strapped for cash to invest in the necessary infrastructure and productive capacity.26** Economic fallout is pushing many countries to debt distress (see Chapter 1, Global Risks 2021). While G20 countries are supporting debt restructure for poorer nations,27 larger economies too may be at **risk of default** in the longer term;28 this would **leave them further stranded**—**and unable to exercise leadership—on the global stage**. Multilateral meltdown **Middle power weaknesses** will be **reinforced** in weakened institutions, which may translate to **more uncertainty and lagging progress on shared global challenges such as climate change**, **health, poverty reduction and technology governance**. In the absence of strong regulating institutions, **the Arctic and space represent new realms for** potential **conflict** as the superpowers and middle powers alike compete to extract resources and secure strategic advantage.29 If the global superpowers continue to accumulate economic, military and technological power in a zero-sum playing field, some middle powers could increasingly fall behind. Without cooperation nor access to important innovations, middle powers will struggle to define solutions to the world’s problems. In the long term, GRPS **respondents forecasted “w**eapons of **m**ass **d**estruction” **and “state collapse**” as the two top critical threats: in the absence of strong institutions or clear rules, clashes— such as those in **Nagorno-Karabakh or the Galwan Valley**—**may more frequently flare into** full-fledged **interstate conflicts**,30 which is particularly worrisome where unresolved tensions among nuclear powers are concerned. These conflicts may lead to state collapse, with weakened middle powers less willing or less able to step in to find a peaceful solution
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#### [A just government ought to] request the International Court of Justice issue an advisory opinion over whether they ought to [establish an unconditional right to strike]. [A just government] ought to abide by the outcome of the advisory opinion.

#### Solves – the ICJ will rule in favor of an unconditional right to strike.

Seifert ’18 (Achim; Professor of Law at the University of Jena, and adjunct professor at the University of Luxembourg; December 2018; “The protection of the right to strike in the ILO: some introductory remarks”; CIELO Laboral; http://www.cielolaboral.com/wp-content/uploads/2018/12/seifert\_noticias\_cielo\_n11\_2018.pdf; Accessed: 11-3-2021; AU)

The **recognition of a right to strike** in the legal order of the **International Labour Organization** (ILO) is probably one of the most controversial questions in international labor law. Since the foundation of the ILO in the aftermath of World War I, the recognition of the right to strike as a **core element** of the principle of freedom of association has been discussed in the International Labour Conference (ILC) as well as in the Governing Body and the International Labour Office. As is well known, the ILO, in its long history spanning almost one century, has not explicitly recognized a right to strike: neither Article 427 of the Peace Treaty of Versailles (1919), the Constitution of the ILO, including the Declaration of Philadelphia (1944), nor the Conventions and Recommendations in the field of freedom of association - namely Convention No. 87 on Freedom of Association and Protection of the Right to Organise (1948) - have explicitly enshrined this right. However, the Committee on Freedom of Association (CFA), established in 1951 by the Governing Body, recognized in 1952 that Convention No. 87 guarantees also the **right to strike** as an **essential element of trade** union rights enabling workers to collectively defend their economic and social interests1. It is worthwhile to note that it was a complaint of the World Federation of Trade Unions (WFTU), at that time the Communist Union Federation on international level and front organization of the Soviet Union2, against the United Kingdom for having dissolved a strike in Jamaica by a police operation; since that time the controversy on the right to strike in the legal order of the ILO was also embedded in the wider context of the Cold War. In the complaint procedure initiated by the WFTU, the CFA **recognized** a **right to strike** under Convention No. 87 but considered that the police operation in question was lawful. In the more than six following decades, the CFA has elaborated a **very detailed case law** on the right to strike dealing with many concrete questions of this right and its limits (e.g. in essential services) and manifesting an even more complex structure than the national rules on industrial action in many a Member State. This case law of the CFA has been compiled in the “Digest of Decisions and Principles of the Freedom of Association Committee of the Governing Body of the ILO”3. In 1959, i.e. seven years after case No. 28 of the CFA, the Committee of Experts for the Application of Conventions and Recommendations (CEACR) also recognized the right to strike as **a core element of freedom** of association under Article 3 of Convention No. 874. Since then, the CEACR has **reconfirmed** its view on many occasions. Both CFA and CEACR coordinate their interpretation of Article 3 of Convention No. 875. Hence there is one single corpus of rules on the right to strike developed by both supervisory Committees of the Governing Body. Moreover, the ILC also has made clear in various Resolutions adopted since the 1950s that it considers the **right to strike** as an **essential element of freedom of association6**. On the whole, the recognition of the right to strike resulted therefore from the interpretative work of CFA and CEACR as well as of the understanding of the principle of freedom of association the ILC has expressed on various occasions. It should not be underestimated the wider political context of the Cold War had in this constant recognition of a right to strike under ILO Law. Although the very first recognition of the right to strike -as mentioned above- went back to a complaint procedure before the CFA, initiated by the Communist dominated WFTU, it was the Western world that particularly emphasized on the right to strike in order to blame the Communist Regimes of the Warsaw Pact that did not explicitly recognize a right to strike in their national law or, if they legally recognized it, made its exercise factually impossible; to this end, unions, employers’ associations but also Governments of the Western World built up an alliance in the bodies of the ILO7. In accomplishing their functions, CFA and CEACR necessarily have to interpret the Conventions and Recommendations of the ILO whose application in the Member States they shall control. In so doing, they need to concretize the principle of freedom of association that is only in general terms guaranteed by the ILO Conventions and Recommendations on freedom of association. But as supervisory bodies, which the Governing Body has established and which are not foreseen in the ILO Constitution, both probably do not have the power to interpret ILO law with binding effect8. This is also the opinion that the CEACR expresses itself in its yearly reports to the ILC when explaining that, “its opinions and recommendations are non-binding”9. As a matter of fact, the Governing Body, when establishing both Committees, could not delegate to them a power that it has never possessed itself: nemo plus iuris ad alium transferre potest quam ipse haberet10. According to Article 37(1) of the ILO Constitution, it is within the **competence of the International Court of Justice** to decide upon “any question or dispute relating to the **interpretation of this Constitution** or of any subsequent Convention concluded by the Members in pursuance of the provisions of this Constitution.” Furthermore, the ILC has not established yet under Article 37(2) of the ILO Constitution an ILO Tribunal, competent for an authentic interpretation of Conventions11. However, it **cannot be denied** that this constant interpretative work of CFA and CEACR possesses an **authoritative character** given the high esteem the twenty members of the CEACR -they are all internationally renowned experts in the field of labor law and social security law- and the nine members of the CFA with their specific expertise have. As the CEACR reiterates in its Reports, “[the opinions and recommendations of the Committee] derive their persuasive value from the legitimacy and rationality of the Committee’s work based on its impartiality, experience and expertise”12. Already this interpretative authority of both Committees justifies that **national legislators or courts take into consideration** the views of these supervisory bodies of the ILO when implementing ILO law. Furthermore, the long-standing and uncontradicted interpretation of the principle of freedom of association by CFA and CEACR as well as its recognition by the Member States may be considered as a **subsequent practice** in the application of the ILO Constitution under Article 31(3)(b) of the Vienna Convention on the Law of Treaties (1968): such subsequent practices shall be taken into account when interpreting the Agreement. Their constant supervisory practice probably reflects a volonté ultérieure, since other bodies of the ILO also have **recognized a right to strike** as the two above-mentioned Resolutions of the ILC of 1957 and 1970 as well as the constant practice of the Conference Committee on the Application of Standards to examine **cases of violation** of the right to strike as **examples for breaches of the principle of freedom of association** demonstrate. As this constant practice of the organs of the ILO has not been contradicted by Member States, there is a **strong presumption** for recognition of a right to strike as a subsequent practice of the ILO under Article 31(3)(b) of the **Vienna Convention** on the Law of Treaties.

#### US compliance ensures faith in global democratic institutions – solves nuclear war.

Hawksley ’16 [Humphrey; formerly the BBC’s Beijing Bureau Chief and author of The Third World War: A Novel of Global Conflict and Asian Waters: American, China, and the Global Paradox; 11-19-2016; "Trump makes International Law Crucial for Peace"; Humphrey Hawksley; https://www.humphreyhawksley.com/trump-makes-international-law-crucial-for-peace/; Accessed 4-1-2020; AH]

Major powers tend to reject international law when rulings run counter to their interests insisting that the distant courts carry no jurisdiction. China rejected a Permanent Court of Arbitration’s ruling in July and clings to expansive claims in the South China Sea, including Scarborough Shoal near the Philippines. China’s response mirrored US rejection of a 1986 International Court of Justice ruling against US support for rebels in Nicaragua. “With these stands, both China and the United States weakened a crucial element of international law – consent and recognition by all parties,” writes journalist Humphrey Hawksley for YaleGlobal Online. Disregard for the rule of law weakens the legal system for all. Hawksley offers two recommendations for renewing respect for international law: intuitional overhaul so that the all parties recognize the courts, rejecting decisions only as last resort, and governments accepting the concept, taking a long-term view on balance of power even when rulings go against short-term strategic interests. Reforms may be too late as China organizes its own parallel systems for legal reviews and global governance, Hawksley notes, but international law, if respected, remains a mechanism for ensuring peace. – YaleGlobal LONDON: Flutter over the surprise visit to China by Philippines President Rodrigo Duterte may soon fade. But his abrupt and public dismissal of the United States in favor of China has weakened the argument that international rule of law could underpin a changing world order. The issue in question was the long-running dispute between China and the Philippines over sovereignty of Scarborough Shoal, situated 800 kilometers southeast of China and 160 kilometers west of the Philippines mainland, well inside the United Nations–defined Philippines Exclusive Economic Zone. Despite a court ruling and Duterte’s cap in hand during his October mission to Beijing, Philippine fishing vessels still only enter the waters around Scarborough Shoal at China’s mercy. The dispute erupted in April 2012, when China sent ships to expel Filipino fishing crews and took control of the area. The standoff became a symbol of Beijing’s policy to lay claim to 90 percent of the South China Sea where where it continues to build military outposts on remote reefs and artificially created islands in waters claimed by other nations. Lacking military, diplomatic or economic muscle, the Philippines turned to the rule of law and the Permanent Court of Arbitration in the Hague. A panel of maritime judges ruled China’s claim to Scarborough Shoal invalid in July this year. China refused to recognize the tribunal from the start and declared the decision “null and void,” highlighting the complex balance in the current world order between national power and the rule of law. Beijing’s response mirrored a 1986 US response to Nicaragua’s challenge in the International Court of Justice. The court ruled against the United States for mining Nicaragua’s harbors and supporting right-wing Contra rebels. The United States claimed the court had no jurisdiction. China’s response on the South China Sea ruling mirrors a 1986 US response.With these stands, both China and the United States weakened a crucial element of international law – consent and recognition by all parties. The Western liberal democratic system is being challenged, and confrontations in Asia and Europe, as in Crimea and Ukraine, replicate the lead-up to the global conflicts of last century’s Cold War. As Nicaragua and Central America were a flashpoint in the 1980s, so Scarborough Shoal and South China Sea are one now. Other flashpoints are likely to emerge as China and Russia push to expand influence. Western democracies being challenged by rising powers have a troubled history. The 1930s rise of Germany and Japan; the Cold War’s proxy theaters in Vietnam, Nicaragua and elsewhere; and the current US-Russian deadlock over Syria are evidence that far more thought must be given in the deployment of international law as a mechanism for keeping the peace The view is supported, on the surface at least, by Russia and China who issued a joint statement in June arguing that the concept of “strategic stability” being assured through nuclear weapons was outdated and that all countries should abide by principles stipulated in the “UN Charter and international law.” Emerging power India, with its mixed loyalties, shares that view. “The structures for international peace and security are being tested as never before,” says former Indian ambassador to the UN, Hardeep Singh Puri, author of Perilous Interventions: The Security Council and the Politics of Chaos. “It is everyone’s interest to re-establish the authority of the Security Council and reassert the primacy of law.”
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#### Infrastructure Bill passes now but every ounce of Biden PC is key.

Caldego 10-19 Chris Cadelgo 10-19-2021 “Biden bets his agenda on the inside game” <https://www.politico.com/news/2021/10/19/biden-agenda-inside-game-516239> (White House Correspondent at POLITICO)//Elmer

Before Joe **Biden** can fully pitch the public on his solutions to a lingering pandemic and economic rockiness, he’s got to **finish the sale to his** own **party**’s lawmakers. As Democrats on Capitol Hill brace in anticipation of a brutal midterm, Biden is **spending** an **extraordinary** amount of **time and p**olitical **c**apital behind the scenes **to** convince them to **rally** **around** a common **framework for social and climate spending**. His congressional huddles have **accelerated**, from phone **calls** on the White House veranda **to** one-on-one and group **meetings** — including two high-stakes Tuesday sit downs with moderates and progressives. He’s dialing up old friends to take their temperature about how his presidency is really fairing far beyond the Beltway. White House aides, in their own recent conversations with nervous allies, have repeatedly cited the flurry of presidential calls as a **sign** itself **of** Biden's commitment to **getting** the **bills over the finish** **line**, at times bristling at claims that he hasn't been involved enough. But Biden’s hours and hours of meetings don’t just reflect the precarious moment in which his presidency finds itself. They **underscore** the heavy **reliance** his White House has placed **on** an **inside game**, rather than the bully pulpit, **to dislodge** recalcitrant **holdouts** and move their agenda. "The president is a longtime policy guy and relationship guy. So he brings both kinds of skills to his work" to corral his party behind a trillion-dollar-plus package of progressive priorities, said Biden's former primary rival Sen. Elizabeth Warren (D-Mass.). Warren acknowledged, however, that Biden's level of influence over Sens. Joe Manchin (D-W.Va.) and Kyrsten Sinema (D-Ariz.) — both of whom met with Biden on Tuesday — remains to be seen: "We'll know the answer to that when we make it across the finish line and assess what we’ve got." Biden met Tuesday afternoon with Sens. Jon Tester (D-Mont.), Catherine Cortez Masto (D-Nev.) and Mark Warner (D-Va.), along with House progressives and moderates. "We just need to get to a number," Tester said after returning from the White House. "I think that he likes all the programs but I think everybody's negotiable at this point." Biden told progressives that tuition-free community college would likely be cut from the final package and the child tax credit may only be extended for a single year, according to a source familiar with the meeting. Rep. Pramila Jayapal, chair of the Congressional Progressive Caucus, said after the meeting that tuition-free college is "probably going to be out," and certain climate priorities were "challenging." "At this point we don't have a certainty on the final thing, but what we're hearing is good," Jayapal said. "We feel like the vast majority, if not all, of our priorities are in there, in some way, shape or form.” As Biden has worked on lawmakers in private — sometimes not putting a hard stop on his schedule so as not to stifle progress — he’s largely, though not entirely, resisted riskier public pressure campaigns that could backfire and are viewed as against his nature. Often, Biden has had just a single public event each day. Occasionally, there’s been no public interfacing at all. Eight times since Labor Day, the daily guidance issued by the White House has included only private meetings with Biden. A planned barnstorming of the country to sell the Build Back Better platform this summer was overshadowed by the chaotic U.S. withdrawal from Afghanistan. And congressional uncertainty amid infighting among Democrats on opposite poles of the party has overshadowed continuing trips by Cabinet officials and commandeered the media narrative in Washington. While Biden has held public events around the agenda, he has not done a formal press interview on it since Labor Day. On Wednesday, he will take a trip to his hometown of Scranton, Pa., to discuss the benefits of the legislative proposals, and on Thursday he will participate in a town hall broadcast on CNN. “The President won the most votes in history running on his Build Back Better agenda, unveiled the formal proposal in his first address to a joint session of Congress, and has made his case across the country ever since – along with his cabinet – which is deeply resonating with the American middle class," White House spokesman Andrew Bates said. Over the weekend, Biden called Sen. Bob Casey (D-Pa.) to discuss the upcoming trip, according to the senator, who is working on expanding care for older people and people with disabilities. “He wanted to get some suggestions about issues we should focus on, while we’re there,” Casey said. Still, inside the White House, the lower-key strategy has been seen as a necessity: Democrats have such slim congressional majorities that Biden, Senate Majority Leader Chuck Schumer and Speaker Nancy Pelosi have essentially **no margin for error**. That has put far more of the president’s focus on convincing a relatively small number of lawmakers to agree to details of the package, rather than using his time to sell policies that the general public supports. Chief among that small number of lawmakers are Manchin and Sinema, who remain resistant to the range of $1.9 trillion to $2.2 trillion that Biden and progressive lawmakers have discussed as a compromise top line for the social spending bill. "I'm told that they've given signs on the parking spaces for these two senators at the White House, that they're there so often,” Senate Majority Whip Dick Durbin (D-Ill.) said of Manchin and Sinema. “This president has been engaged from the start, in working with all the leaders, and particularly with those two senators." As he does that, Biden has labored to project a sense of optimism about his progress. White House officials say they’re encouraged by what they described as the accelerated pace of the talks, even as the Oct. 31 timetable appears exceedingly ambitious. Another explanation for the approach was baked in long ago. Biden is a 36-year veteran of the Senate with a heightened sense of his own negotiating instincts and abilities to move major legislation through the chamber. A self-admitted schmoozer, he has avoided doing much to shame Manchin and Sinema, preventing many details from their conversations and about his own preferences from spilling into public view. “There’s a lot of complaining about what the message has been on this package, but when you’re trying to fight for every vote, the coverage inevitably becomes about the process and numbers,” said John Podesta, a top aide to former Presidents Barack Obama and Bill Clinton and a major climate activist. “When you are inside talking one-on-one to members trying to convince people to stay with you or come on board it’s very hard to create a press environment which is different from what they’ve got.” Biden has resumed his in-person meetings with Congress’ return to Washington, including Tuesday sit-downs that involved Vice President Kamala Harris and Treasury Secretary Janet Yellen. There's a deepening acknowledgment that he has to hurry. “They really are now in a circumstance where they will take on more and more water unless they can close the framework,” Podesta added. “I think they’ll do it. But it’s not like they have forever. We’re talking about this week or next week.” In his meetings, Biden has spent a considerable amount of time on the party’s collective sense of urgency, aides and allies said, telling members of his party that they simply have to deliver. The conversations have at times been crisp, with Biden telling some Democratic skeptics that in order to be part of the negotiating process, they need to articulate policies that they are for and not just what they oppose — a message similar to the one Sen. Bernie Sanders (I-Vt.) has delivered to Manchin and Sinema. Biden’s goal has been to help establish broad areas of agreement before filling in the specifics. At the same time, Biden has repeatedly cautioned his senior aides and officials not to rely on generalizations, and to prepare recommendations based on data and input from the lawmakers about their states and districts. He has stolen bits of face time with lawmakers wherever he can, keeping members back after bill signings, for example, to sound them out, and gathering with them in their districts when he’s been on the road. Moving beyond sticking points has been a challenge, and Biden is known to implore lawmakers to step back and ignore a particular area and to temporarily focus on others where they might be able to make progress. “When you see him artfully and deftly manage these hard conversations with members and guide them into a productive place, it helps remind you there is **room for optimism** **and** there is a **pathway here**,” said Louisa Terrell, director of the White House Office of Legislative Affairs.

#### Right to Strike Policies cause mass Partisan Fights.

Kreighbaum et Al 21 Andrew Kreighbaum et Al 3-9-2021 "Landmark Labor Law Overhaul Passes House but Senate Fate Unclear" <https://news.bloomberglaw.com/daily-labor-report/landmark-labor-law-overhaul-passes-house-but-senate-fate-unclear> (Reporter at Bloomberg Law)//Elmer

The House of Representatives passed the most significant overhaul of federal labor law in decades on Tuesday. The **P**rotecting the **R**ight to **O**rganize **Act** (H.R. 842) is the **top** legislative **priority for** **organized labor groups** and has the backing of President Joe Biden, **but** the **business lobby** is **seeking to block** the bill. Supporters also face a steep challenge overcoming a filibuster in the Senate. The bill cleared the House on a 225-206 vote. The chamber previously passed the PRO Act last year **along** mostly **party lines**. Advocates say the bill is even more critical after the coronavirus pandemic exposed the challenges for many workers seeking safe conditions. It cleared the House as workers at an Amazon plant in Alabama vote on whether to form a union, a campaign that has attracted national attention and a shoutout from Biden. Boosting workers’ right to unionize would “help combat the acceleration of economic inequality that undermines the middle class, that has only grown worse over the past year,” House Speaker Nancy Pelosi (D-Calif.) said on Tuesday ahead of the bill’s passage. Business **lobby groups** like the U.S. Chamber of Commerce have said the bill would kill jobs, and **promised to oppose** it in the Senate. Worker Protections **The PRO Act** would amend the National Labor Relations Act, a federal law that guarantees private-sector employees the right to unionize, engage in collective bargaining, and take collective action such as strikes. Among other changes, it **would** bar employers from retaliating against unionization efforts, **protect workers’ right to strike**, and override state “right to work” laws that allow employees to opt out of paying dues in unionized workplaces. Companies would be banned under the bill, for example, from holding “captive audience” meetings, in which workers are compelled to listen to anti-union messages from their employer. The legislation also would give the National Labor Relations Board power to levy fines against companies that engage in unfair labor practices, and require arbitration when unionized workers can’t reach agreement on a contract with employers. BGOV Bill Summary: H.R. 842, Private Sector Union Rights The bill would allow employees to hold union elections off of company premises and use mail or electronic ballots, a provision that supporters say is essential during the pandemic. Electronic ballots are currently banned. The PRO Act addresses the status of independent contractors—such as gig workers at ride-hailing and food delivery companies—by lowering the bar for contractors to prove they are employees under federal labor law. That would allow gig workers to organize unions and protest retaliation under the NLRA—rights currently guaranteed only to employees, not contractors. The legislation would adopt the same rigid test to determine workers’ employment status as a California law known as A.B. 5. Workers for app-based services were recently carved out of the state law by a ballot initiative, Proposition 22, bankrolled by gig companies. The California law also applies to employment rules governing overtime and minimum wage. The PRO Act, however, only addresses workers’ status under the National Labor Relations Act. Senate Opposition Rep. Virginia Foxx (R-N.C.), the ranking member on the Education and Labor Committee, said the legislation would hurt entrepreneurs and individual workers by “making unions bigger and the individual freedom smaller.” **Republicans** in the Senate, including Sen. Tim Scott (R-S.C.), have already **gone on record opposing** the PRO Act. Union leaders pledged to carry on the fight in the Senate. The legislation faces slim chances there without changes to filibuster rules, which require 60 votes to end debate on a bill and bring it to a vote. The vocal **support from** the **Biden** administration **is significant** for the future of the legislation, said Celine McNicholas, director of government affairs and labor counsel at the left-leaning Economic Policy Institute. “We just don’t know **what labor law reform** is **possible** **with** an **administration** **willing to expend critical p**olitical **c**apital,” McNicholas said.

#### Infrastructure reform solves Existential Climate Change – it results in spill-over.

USA Today 7-20 7-20-2021 "Climate change is at 'code red' status for the planet, and inaction is no longer an option" <https://www.usatoday.com/story/opinion/todaysdebate/2021/07/20/climate-change-biden-infrastructure-bill-good-start/7877118002/> //Elmer

**Not long ago**, **climate change** for many Americans **was** like **a distant bell**. News of starving polar bears or melting glaciers was tragic and disturbing, but other worldly. Not any more. **Top climate scientists** from around the world **warned of a "code red for humanity**" in a report issued Monday that says severe, human-caused global warming is become unassailable. Proof of the findings by the United Nations' Intergovernmental Panel on Climate Change is a now a factor of daily life. Due to **intense heat waves and drought**, 107 wildfires – including the largest ever in California – are now raging across the West, consuming 2.3 million acres. Earlier this summer, hundreds of people died in unprecedented triple-digit heat in Oregon, Washington and western Canada, when a "heat dome" of enormous proportions settled over the region for days. Some victims brought by stretcher into crowded hospital wards had body temperatures so high, their nervous systems had shut down. People collapsed trying to make their way to cooling shelters. Heat-trapping greenhouse gases Scientists say the event was almost **certainly made worse and more intransigent by human-caused climate change**. They attribute it to a combination of warming Arctic temperatures and a growing accumulation of heat-trapping greenhouse gases caused by the burning of fossil fuels. The **consequences of** what mankind has done to the atmo**sphere are now inescapable**. Periods of **extreme heat** are projected to **double** in the lower 48 states by 2100. **Heat deaths** are far **outpacing every other form of weather killer** in a 30-year average. A **persistent megadrought** in America's West continues to create tinder-dry conditions that augur another devastating wildfire season. And scientists say **warming oceans** are **fueling** ever **more powerful storms**, evidenced by Elsa and the early arrival of hurricane season this year. Increasingly severe weather is causing an estimated $100 billion in damage to the United States every year. "It is honestly surreal to see your projections manifesting themselves in real time, with all the suffering that accompanies them. It is heartbreaking," said climate scientist Katharine Hayhoe. **Rising seas** from global warming Investigators are still trying to determine what led to the collapse of a Miami-area condominium that left more than 100 dead or missing. But one concerning factor is the corrosive effect on reinforced steel structures of encroaching saltwater, made worse in Florida by a foot of rising seas from global warming since the 1900s. The clock is ticking for planet Earth. While the U.N. report concludes some level of severe climate change is now unavoidable, there is still a window of time when far more catastrophic events can be mitigated. But mankind must act soon to curb the release of heat-trapping gases. Global **temperature** has **risen** nearly **2 degrees** Fahrenheit since the pre-industrial era of the late 19th century. Scientists warn that in a decade, it could surpass a **2.7**-degree increase. That's **enough** warming **to cause catastrophic climate changes**. After a brief decline in global greenhouse gas emissions during the pandemic, pollution is on the rise. Years that could have been devoted to addressing the crisis were wasted during a feckless period of inaction by the Trump administration. Congress must act Joe Biden won the presidency promising broad new policies to cut America's greenhouse gas emissions. But Congress needs to act on those ideas this year. Democrats cannot risk losing narrow control of one or both chambers of Congress in the 2022 elections to a Republican Party too long resistant to meaningful action on the climate. So what's at issue? A trillion dollar **infrastructure bill** negotiated between Biden and a group of centrist senators (including 10 Republicans) is a start. In addition to repairing bridges, roads and rails, it would **improve access** by the nation's power infrastructure **to renewable energy sources,** **cap millions of abandoned oil and gas wells spewing greenhouse gases**, **and harden structures against climate change**.

//

It also **offers tax credits for** the **purchase of electric vehicles** and funds the construction of charging stations. (**The nation's largest source of climate pollution are gas-powered vehicles**.) Senate approval could come very soon. Much **more is needed** if the nation is going to reach Biden's necessary goal of cutting U.S. climate pollution in half from 2005 levels by 2030. His ideas worth considering include a federal clean electricity standard for utilities, federal investments and tax credits to promote renewable energy, and tens of billions of dollars in clean energy research and development, including into ways of extracting greenhouse gases from the skies. Another idea worth considering is a fully refundable carbon tax. **The vehicle** for these additional proposals **would be a second infrastructure bill**. And if Republicans balk at the cost of such vital investment, Biden is rightly proposing to pass this package through a process known as budget reconciliation, which allows bills to clear the Senate with a simple majority vote. These are drastic legislative steps. But drastic times call for them. And when Biden attends a U.N. climate conference in November, he can use American progress on climate change as

## Case

#### 1] Capitalism is sustainable - Tech Innovation drives dematerialization that makes Cap Sustainable AND solves warming

McAfee 19, Andrew. More from Less: The Surprising Story of How We Learned to Prosper Using Fewer Resources—and What Happens Next. Scribner, 2019. Props to DML for finding. (Cofounder and codirector of the MIT Initiative on the Digital Economy at the MIT Sloan School of Management, former professor at Harvard Business School)//Elmer

The decreases in resource use, pollution, and other exploitations of the earth cataloged in the preceding chapters are great news. But are they going to last? It could be that we're just living in a pleasant interlude between the Industrial Era and another rapacious period during which we massively increase our footprint on our planet and eventually cause a giant Malthusian crash. It could be, but I don't think so. Instead, I think we're going to take better care of our planet from now on. I'm confident that the Second Machine Age will mark the time in our history when we started to progressively and permanently tread more lightly on the earth, taking less from it and generally caring for it better, even as we humans continue to become more numerous and prosperous. The work of Paul Romer, who shared the 2018 Nobel Prize in economics, is one of the sources of this confidence. Growth Mindset Romer's largest contribution to economics was to show that **it's best not to think of new technologies as something that companies buy and bring in from the outside, but instead as something they create themselves** (the title of his most famous paper, published in 1990, is "Endogenous Technological Change"). These technologies are like designs or recipes; as Romer put it, they’re "the instructions that we follow for combining raw materials." This is close to the definitions of technology presented in chapter 7. Why do companies invent and improve technologies? Simply, to generate profits. They come up with instructions, recipes, and blueprints that will let them grow revenues or shrink costs. As we saw repeatedly in chapter 7, capitalism provides ample incentive for this kind of tech progress. So far, all this seems like a pretty standard argument for how the first two horsemen work together. Romer's brilliance was to highlight the importance of two key attributes of the technological ideas companies come up with as they pursue profits. The first is that they're nonrival, meaning that they can be used by more than one person or company at a time, and that they don't get used up. This is obviously not the case for most resources made out of atoms—I can't also use the pound of steel that you've just incorporated into the engine of a car—but it is the case for ideas and instructions. The Pythagorean theorem, a design for a steam engine, and a recipe for delicious chocolate chip cookies aren't ever going to get "used up" no matter how much they're used. The second important aspect of corporate technologies is that they're partially excludable. This means that companies can kind of prevent others from using them. They do this by keeping the technologies secret (such as the exact recipe for Coca-Cola), filing for patents and other intellectual-property protection, and so on. However, none of these measures is perfect (hence the words partially and kind of). Trade secrets leak. Patents expire, and even before they expire, they must describe the invention they're claiming and so let others study it. Partial excludability is a beautiful thing. It provides strong incentives for companies to create useful, profit-enhancing new technologies that they alone can benefit from for a time, yet it also ensures that the **new techs will eventually "spill over**"—that with time they’ll diffuse and get adopted by more and more companies, even if that's not what their originators want. Romer equated tech progress to the production by companies of nonrivalrous, partially excludable ideas and showed that these ideas cause an economy to grow. What's more, he also demonstrated that this **idea-fueled growth** doesn't have to slow down with time. It's **not constrained by** the size of the **labor** force, the amount of natural **resources**, or other such factors. Instead, economic growth is limited only by the idea-generating capacity of the people within a market. Romer called this capacity "human capital" and said at the end of his 1990 paper, "The most interesting positive implication of the model is that an economy with a larger total stock of human capital will experience faster growth." This notion, which has come to be called "increasing returns to scale," is as powerful as it is counterintuitive. Most formal models of economic growth, as well as the informal mental ones most of us walk around with, feature decreasing returns—growth slows down as the overall economy gets bigger. This makes intuitive sense; it just feels like it would be easier to experience 5 percent growth in a $1 billion economy than a $1 trillion one. But Romer showed that as long as that economy continued to add to its human capital—the overall ability of its people to come up with new technologies and put them to use—it could actually grow faster even as it grew bigger. This is because the stock of useful, nonrivalrous, nonexcludable ideas would keep growing. As Romer convincingly showed, economies run and grow on ideas. The Machinery of Prosperity Romer's ideas should leave us optimistic about the planetary benefits of digital tools—hardware, software, and networks—for three main reasons. First, countless examples show us how good these tools are at fulfilling the central role of technology, which is to provide "instructions that we follow for combining raw materials." Since raw materials cost money, profit-maximizing companies are particularly keen to find ways to use fewer of them. So they use digital tools to come up with beer cans that use less aluminum, car engines that use less steel and less gas, mapping software that removes the need for paper atlases, and so on and so on. None of this is done solely for the good of the earth—it's done for the pursuit of profit that's at the heart of capitalism—yet it benefits the planet by, as we've seen, causing us to take less from it. Digital tools are technologies for creating technologies, the most prolific and versatile ones we've ever come up with. They're machines for coming up with ideas. Lots of them. The same piece of computer-aided design software can be used to create a thinner aluminum can or a lighter and more fuel-efficient engine. A drone can be used to scan farmland to see if more irrigation is needed, or to substitute for a helicopter when filming a movie. A smartphone can be used to read the news, listen to music, and pay for things, all without consuming a single extra molecule. In the Second Machine Age, the global stock of digital tools is increasing much more quickly than ever before. It's being used in countless ways by profit-hungry companies to combine raw materials in ways that use fewer of them. In advanced economies such as America's, the cumulative impact of this combination of capitalism and tech progress is clear: **absolute dematerialization** of the economy and society, **and thus a smaller footprint on our planet**. The second way Romer's ideas about technology and growth are showing up at present is via decreased excludability. Pervasive digital tools are making it much easier for good designs and recipes to spread around the world. While this is often not what a company wants—it wants to exclude others from its great cost-saving idea— excludability is not as easy as it used to be. This isn't because of weaker patent protection, but instead because of stronger digital tools. Once one company shows what's possible, others use hardware, software, and networks to catch up to the leader. Even if they can't copy exactly because of intellectual-property restrictions, they can use digital tools to explore other means to the same end. So, many farmers learn to get higher yields while using less water and fertilizer, even though they combine these raw materials in different ways. Steve Jobs would certainly have preferred for Apple to be the only provider of smartphones after it developed the iPhone, but he couldn't maintain the monopoly no matter how many patents and lawsuits he filed. Other companies found ways to combine processors, memory, sensors, a touch screen, and software into phones that satisfied billions of customers around the world. The operating system that powers most non-Apple smartphones is Android, which is both free to use and freely modifiable. Google's parent company, Alphabet, developed and released Android without even trying to make it excludable; the explicit goal was to make it as widely imitable as possible. This is an example of the broad trend across digital industries of giving away valuable technologies for free. The Linux operating system, of which Android is a descendant, is probably the best-known example of free and open-source software, but there are many others. The online software repository GitHub maintains that it's "the largest open source community in the world" and hosts millions of projects. The Arduino community does something similar for electronic hardware, and the Instructables website contains detailed instructions for making equipment ranging from air-particle counters to machine tools, all with no intellectual-property protection. Contributors to efforts such as these have a range of motivations (Alphabet's goals with Android were far from purely altruistic—among other things, the parent of Google wanted to achieve a quantum leap in mobile phone users around the world, who would avail themselves of Google Search and services such as YouTube), but they're all part of the trend of technology without excludability, which is great news for growth. As we saw in chapter 10, smartphone use and access to the Internet are increasing quickly across the planet. This means that people no longer need to be near a decent library or school to gain knowledge and improve their abilities. Globally, people are taking advantage of the skill-building opportunities of new technologies. This is the third reason that the spread of digital tools should make us optimistic about future growth: these tools are helping human capital grow quickly. The free Duolingo app, for example, is now the world's most popular way to learn a second language. Of the nearly 15 billion Wikipedia page views during July of 2018, half were in languages other than English. Google's chief economist, Hal Varian, points out that hundreds of millions of how-to videos are viewed every day on YouTube, saying, "We never had a technology before that could educate such a broad group of people anytime on an as-needed basis for free." Romer's work leaves me hopeful because it shows that it's our ability to build human capital, rather than chop down forests, dig mines, or burn fossil fuels that drives growth and prosperity. His model of how economies grow also reinforces how well capitalism and tech progress work together, which is a central point of this book. The surest way to boost profits is to cut costs, and modern technologies, especially digital ones, offer unlimited ways to combine and recombine materials—to swap, slim, optimize, and evaporate—in cost-reducing ways. **There's no reason to expect that the two horsemen of capitalism and tech progress will stop** riding together anytime soon. Quite the contrary. Romer's insights reveal that they're likely to gallop faster and farther as economies grow. Our Brighter, Lighter Future The world still has billions of desperately poor people, but they won't remain that way. All available evidence strongly suggests that most will become much wealthier in the years and decades ahead. As they earn more and consume more, what will be the impact on the planet? The history and economics of the Industrial Era lead to pessimism on this important question. Resource use increased in lockstep with economic growth throughout the two centuries between James Watt's demonstration of his steam engine and the first Earth Day. Malthus and Jevons seemed to be right, and it was just a question of when, not if, we'd run up against the hard planetary limits to growth. But in America and other rich countries something strange, unexpected, and wonderful happened: we started getting more from less. We decoupled population and economic growth from resource consumption, pollution, and other environmental harms. Malthus's and Jevons's ideas gave way to Romer's, and the world will never be the same. This means that instead of worrying about the world's poor becoming richer, we should instead be helping them upgrade economically as much and as quickly as possible. Not only is it the morally correct thing to do, it's also the smart move for our planet. As today’s poor countries get richer, their institutions will improve and most will eventually go through what Ricardo Hausmann calls "the capitalist makeover of production." This makeover doesn't enslave people, nor does it befoul the earth. As today’s poor get richer, they'll consume more, but they'll also consume much differently from earlier generations. They won't read physical newspapers and magazines. They'll get a great deal of their power from renewables and (one hopes) nuclear because these energy sources will be the cheapest. They’ll live in cities, as we saw in chapter 12; in fact, they already are. They'll be less likely to own cars because a variety of transportation options will be only a few taps away. Most important, they'll come up with ideas that keep the growth going, and that benefit both humanity and the planet we live on. Predicting exactly how technological progress will unfold is much like predicting the weather: feasible in the short term, but impossible over a longer time. Great uncertainty and complexity prevent precise forecasts about, for example, the computing devices we’ll be using thirty years from now or the dominant types of artificial intelligence in 2050 and beyond. But even though we can't predict the weather long term, we can accurately forecast the climate. We know how much warmer and sunnier it will be on average in August than in January, for example, and we know that global average temperatures will rise as we keep adding greenhouse gases to the atmosphere. Similarly, we can predict the "climate" of future technological progress by starting from the knowledge that it will be heavily applied in the areas where it can affect capitalism the most. As we've seen over and over, tech progress supplies opportunities to trim costs (and improve performance) via dematerialization, and capitalism provides the motive to do so. As a result, the Second Enlightenment will continue as we move deeper into the twenty-first century. I'm confident that it will accelerate as digital technologies continue to improve and multiply and global competition continues to increase. We’ll see some of the most striking examples of slim, swap, evaporate, and optimize in exactly the places where the opportunities are biggest. Here are a few broad predictions, spanning humanity's biggest industries. Manufacturing. Complex parts will be made not by the techniques developed during the Industrial Era, but instead by three- dimensional printing. This is already the case for some rocket engines and other extremely expensive items. **As 3-D printing** improves and becomes cheaper, it will spread to automobile engine blocks, manifolds and other complicated arrangements of pipes, airplane struts and wings, and countless other parts. Because 3-D printing **generates virtually no waste** and doesn't require massive molds, it accelerates dematerialization.

#### 2] Capitalist Peace Theory is True – it’s anti-Imperialist.

Mousseau 19, Michael. "The end of war: How a robust marketplace and liberal hegemony are leading to perpetual world peace." International Security 44.1 (2019): 160-196. Props to DML for finding. (Professor in the School of Politics, Security, and International Affairs at the University of Central Florida)//Elmer

Is war becoming obsolete? There is wide agreement among scholars that war has been in sharp decline since the defeat of the Axis powers in 1945, even as there is little agreement as to its cause.1 Realists reject the idea that this trend will continue, citing states' concerns with the “security dilemma”: that is, in anarchy states must assume that any state that can attack will; therefore, power equals threat, and changes in relative power result in conflict and war.2 Discussing the rise of China, Graham Allison calls this condition “Thucydides's Trap,” a reference to the ancient Greek's claim that Sparta's fear of Athens' growing power led to the Peloponnesian War.3 This article argues that there is no Thucydides Trap in international politics. Rather, the world is moving rapidly toward permanent peace, possibly in our lifetime. Drawing on economic norms theory,4 I show that what sometimes appears to be a Thucydides Trap may instead be a function of factors strictly internal to states and that these factors vary among them. In brief, leaders of states with advanced market-oriented economies have foremost interests in the principle of self-determination for all states, large and small, as the foundation for a robust global marketplace. War among these states, even making preparations for war, is not possible, because they are in a natural alliance to preserve and protect the global order. In contrast, leaders of states with weak internal markets have little interest in the global marketplace; they pursue wealth not through commerce, but through wars of expansion and demands for tribute. For these states, power equals threat, and therefore they tend to balance against the power of all states. Fearing stronger states, however, minor powers with weak internal markets tend to constrain their expansionist inclinations and, for security reasons, bandwagon with the relatively benign market-oriented powers. I argue that this liberal global hierarchy is unwittingly but systematically buttressing states' embrace of market norms and values that, if left uninterrupted, is likely to culminate in permanent world peace, perhaps even something close to harmony. My argument challenges the realist assertion that great powers are engaged in a timeless competition over global leadership, because hegemony cannot exist among great powers with weak markets; these inherently expansionist states live in constant fear and therefore normally balance against the strongest state and its allies.5 Hegemony can exist only among market-oriented powers, because only they care about global order. Yet, there can be no competition for leadership among market powers, because they always agree with the goal of their strongest member (currently the United States) to preserve and protect the global order

#### 3] Yes Transition Wars and they cause Extinction

Nyquist 5 J.R. Nyquist 2-4-2005 “The Political Consequences of a Financial Crash” [www.financialsense.com/stormw...2005/0204.html](http://www.financialsense.com/stormw...2005/0204.html) (renowned expert in geopolitics and international relations)//Elmer

Should the United States experience a severe economic contraction during the second term of President Bush, the American people will likely support politicians who advocate further restrictions and controls on our market economy – guaranteeing its strangulation and the steady pauperization of the country. In Congress today, Sen. Edward Kennedy supports nearly all the economic dogmas listed above. It is easy to see, therefore, that the coming economic contraction, due in part to a policy of massive credit expansion, will have serious political consequences for the Republican Party (to the benefit of the Democrats). Furthermore, an economic contraction will encourage the formation of **anti-capitalist** majorities and a turning away from the free market system. The danger here is not merely economic. The political left openly favors the collapse of America’s strategic position abroad. The withdrawal of the **U**nited **S**tates from the Middle East, the Far East and Europe would **catastrophically impact an international system that presently allows 6 billion** people to live on the earth’s surface in relative peace. Should anti-capitalist dogmas overwhelm the global market and trading system that evolved under American leadership, the planet’s economy would contract and untold **millions would die of starvation**. Nationalistic totalitarianism, fueled by a politics of blame, would once again bring war to Asia and Europe. But this time the war would be **waged with mass destruction weapons** and the United States would be blamed because it is the center of global capitalism. Furthermore, if the anti-capitalist party gains power in Washington, we can expect to see policies of appeasement and unilateral disarmament enacted. American appeasement and disarmament, in this context, would be an admission of guilt before the court of world opinion. Russia and China, above all, would exploit this admission to justify aggressive wars, invasions and mass destruction attacks. A future financial crash, therefore, must be prevented at all costs.

#### 4] Turns their impact – the transition magnifies every flaw of capitalism

Avrum 97 Mark Avrum 1997 <http://www.foresight.org/Conferences/MNT05/Papers/Gubrud/> “Nanotechnology and International Security” (Graduate Research Assistant – Center for Superconductivity Research at the University of Maryland)//Elmer

With molecular manufacturing, international trade in both raw materials and finished goods can be replaced by decentralized production for local consumption, using locally available materials. The decline of international trade will undermine a powerful source of common interest. Further, artificial intelligence will displace skilled as well as unskilled labor. A world system based on wage labor, transnational capitalism and global markets will necessarily give way. We imagine that a golden age is possible, but we don’t know how to organize one. As global capitalism retreats, it will leave behind a world dominated by politics, and possibly feudal concentrations of wealth and power. Economic insecurity, and fears for the material and moral future of humankind may lead to the rise of demagogic and intemperate national leaders. With almost two hundred sovereign nations, each struggling to create a new economic and social order, perhaps the most predictable outcome is chaos: shifting alignments, displaced populations, power struggles, ethnic conflicts inflamed by demagogues, class conflicts, land disputes, etc. Small and underdeveloped nations will be more than ever dependent on the major powers for access to technology, and more than ever vulnerable to sophisticated forms of control or subversion, or to outright domination. Competition among the leading technological powers for the political loyalty of clients might imply reversion to some form of nationalistic imperialism.

#### The robinson ev

#### We solve climate change through new tech that is only possible through cap. Their only explanation is that warming is bad, and that it’s common knowledge that the root cause is cap but our ev indicts that.

#### The other warrants are just a laundry list of impacts. CX checks that their card is bad. C/a cap peace theory and transition wars.

#### Strikes cause loss of individuality – they give up their radical freedom to choose when forced to partake in union bargaining

Hunter 99 Robert P. Hunter 8-24-1999 "Disadvantages of Union Representation" <https://www.mackinac.org/2313> (Robert P. Hunter served as the regional director of the Federal Labor Relations Authority in Washington, D.C., and was a senior fellow in labor policy for the Mackinac Center for Public Policy. Hunter was director of labor policy for the Mackinac Center from 1996 to 2003.) JG

Another disadvantage for unionized workers **is the loss of individuality**. When a union is certified as the exclusive employee representative in a workplace, employees become members **of an overall bargaining unit** in **which the majority rules**. The ruling majority may not be sympathetic **with each individual's specific employment needs** or aspirations. Individual agreements between employees and management **are not allowed** because the employer is under an obligation to deal exclusively with the union. The union leaders make decisions for all employees, which many may deem not to be in their best individual interest. Loss of individuality is of prime concern for many employees, as well as the loss of the opportunity to negotiate for themselves an individual arrangement.

#### Morgardige just says that ethics can’t have a seat while cap is there but theres no warrant as to why we can’t maximize well being under cap.

#### On ollman- we would say the preventing the impacts of oppression come first, rather than trying to dismantle systems and cause war.