### 1NC – CP - ICJ

#### [A just government ought to] request the International Court of Justice issue an advisory opinion over whether they ought to [establish an unconditional right to strike]. [A just government] ought to abide by the outcome of the advisory opinion.

#### Solves – the ICJ will rule in favor of an unconditional right to strike.

Seifert ’18 (Achim; Professor of Law at the University of Jena, and adjunct professor at the University of Luxembourg; December 2018; “The protection of the right to strike in the ILO: some introductory remarks”; CIELO Laboral; http://www.cielolaboral.com/wp-content/uploads/2018/12/seifert\_noticias\_cielo\_n11\_2018.pdf; Accessed: 11-3-2021; AU)

The **recognition of a right to strike** in the legal order of the **International Labour Organization** (ILO) is probably one of the most controversial questions in international labor law. Since the foundation of the ILO in the aftermath of World War I, the recognition of the right to strike as a **core element** of the principle of freedom of association has been discussed in the International Labour Conference (ILC) as well as in the Governing Body and the International Labour Office. As is well known, the ILO, in its long history spanning almost one century, has not explicitly recognized a right to strike: neither Article 427 of the Peace Treaty of Versailles (1919), the Constitution of the ILO, including the Declaration of Philadelphia (1944), nor the Conventions and Recommendations in the field of freedom of association - namely Convention No. 87 on Freedom of Association and Protection of the Right to Organise (1948) - have explicitly enshrined this right. However, the Committee on Freedom of Association (CFA), established in 1951 by the Governing Body, recognized in 1952 that Convention No. 87 guarantees also the **right to strike** as an **essential element of trade** union rights enabling workers to collectively defend their economic and social interests1. It is worthwhile to note that it was a complaint of the World Federation of Trade Unions (WFTU), at that time the Communist Union Federation on international level and front organization of the Soviet Union2, against the United Kingdom for having dissolved a strike in Jamaica by a police operation; since that time the controversy on the right to strike in the legal order of the ILO was also embedded in the wider context of the Cold War. In the complaint procedure initiated by the WFTU, the CFA **recognized** a **right to strike** under Convention No. 87 but considered that the police operation in question was lawful. In the more than six following decades, the CFA has elaborated a **very detailed case law** on the right to strike dealing with many concrete questions of this right and its limits (e.g. in essential services) and manifesting an even more complex structure than the national rules on industrial action in many a Member State. This case law of the CFA has been compiled in the “Digest of Decisions and Principles of the Freedom of Association Committee of the Governing Body of the ILO”3. In 1959, i.e. seven years after case No. 28 of the CFA, the Committee of Experts for the Application of Conventions and Recommendations (CEACR) also recognized the right to strike as **a core element of freedom** of association under Article 3 of Convention No. 874. Since then, the CEACR has **reconfirmed** its view on many occasions. Both CFA and CEACR coordinate their interpretation of Article 3 of Convention No. 875. Hence there is one single corpus of rules on the right to strike developed by both supervisory Committees of the Governing Body. Moreover, the ILC also has made clear in various Resolutions adopted since the 1950s that it considers the **right to strike** as an **essential element of freedom of association6**. On the whole, the recognition of the right to strike resulted therefore from the interpretative work of CFA and CEACR as well as of the understanding of the principle of freedom of association the ILC has expressed on various occasions. It should not be underestimated the wider political context of the Cold War had in this constant recognition of a right to strike under ILO Law. Although the very first recognition of the right to strike -as mentioned above- went back to a complaint procedure before the CFA, initiated by the Communist dominated WFTU, it was the Western world that particularly emphasized on the right to strike in order to blame the Communist Regimes of the Warsaw Pact that did not explicitly recognize a right to strike in their national law or, if they legally recognized it, made its exercise factually impossible; to this end, unions, employers’ associations but also Governments of the Western World built up an alliance in the bodies of the ILO7. In accomplishing their functions, CFA and CEACR necessarily have to interpret the Conventions and Recommendations of the ILO whose application in the Member States they shall control. In so doing, they need to concretize the principle of freedom of association that is only in general terms guaranteed by the ILO Conventions and Recommendations on freedom of association. But as supervisory bodies, which the Governing Body has established and which are not foreseen in the ILO Constitution, both probably do not have the power to interpret ILO law with binding effect8. This is also the opinion that the CEACR expresses itself in its yearly reports to the ILC when explaining that, “its opinions and recommendations are non-binding”9. As a matter of fact, the Governing Body, when establishing both Committees, could not delegate to them a power that it has never possessed itself: nemo plus iuris ad alium transferre potest quam ipse haberet10. According to Article 37(1) of the ILO Constitution, it is within the **competence of the International Court of Justice** to decide upon “any question or dispute relating to the **interpretation of this Constitution** or of any subsequent Convention concluded by the Members in pursuance of the provisions of this Constitution.” Furthermore, the ILC has not established yet under Article 37(2) of the ILO Constitution an ILO Tribunal, competent for an authentic interpretation of Conventions11. However, it **cannot be denied** that this constant interpretative work of CFA and CEACR possesses an **authoritative character** given the high esteem the twenty members of the CEACR -they are all internationally renowned experts in the field of labor law and social security law- and the nine members of the CFA with their specific expertise have. As the CEACR reiterates in its Reports, “[the opinions and recommendations of the Committee] derive their persuasive value from the legitimacy and rationality of the Committee’s work based on its impartiality, experience and expertise”12. Already this interpretative authority of both Committees justifies that **national legislators or courts take into consideration** the views of these supervisory bodies of the ILO when implementing ILO law. Furthermore, the long-standing and uncontradicted interpretation of the principle of freedom of association by CFA and CEACR as well as its recognition by the Member States may be considered as a **subsequent practice** in the application of the ILO Constitution under Article 31(3)(b) of the Vienna Convention on the Law of Treaties (1968): such subsequent practices shall be taken into account when interpreting the Agreement. Their constant supervisory practice probably reflects a volonté ultérieure, since other bodies of the ILO also have **recognized a right to strike** as the two above-mentioned Resolutions of the ILC of 1957 and 1970 as well as the constant practice of the Conference Committee on the Application of Standards to examine **cases of violation** of the right to strike as **examples for breaches of the principle of freedom of association** demonstrate. As this constant practice of the organs of the ILO has not been contradicted by Member States, there is a **strong presumption** for recognition of a right to strike as a subsequent practice of the ILO under Article 31(3)(b) of the **Vienna Convention** on the Law of Treaties.

#### ICJ legitimacy is key to global multilateralism and crisis stability – it’s declining now.

Kornelios Korneliou 18 [Permanent Representative of Cyprus and Vice-President of the 73rd Session of the UN General assembly, "Report of the International Court of Justice," United Nations, 10-25-2018 <https://www.un.org/pga/73/2018/10/25/report-of-the-international-court-of-justice/>] Recut Justin

In the face of the headwinds against the multilateral system and global institutions, including direct attacks on their legitimacy, the International Court of Justice stands as testament to the principles of peace and justice in a multilateral world. Today’s debate builds on fifty years of exchange between the Court and the General Assembly, allowing Member States the opportunity to debate the work of the Court. This historic exchange is particularly pertinent to the 73rd Session of the General Assembly, which aims to ‘make the UN relevant to all’. The court system serves as a bulwark against arbitrariness and provides the mechanism for peaceful settlement of disputes, guaranteeing the stability so necessary for international cooperation. For the peoples of the world, the court may be far away but its impact is real. Excellencies, I am encouraged by the continued and enhanced confidence in the International Court of Justice. Not only has the Court’s workload increased over the last 20-years but this trend has continued into the period under review, demonstrating unequivocally that there remains a need and desire for a multilateral mechanism to address legal challenges of international concern. The variety of cases addressed by the court, and the fact that these cases stem from four continents, is also testament to the universality of the Court. In fact, as of today a total of 73 Member States have accepted, as compulsory, the jurisdiction of the Court. In addition to the Court’s role in advancing multilateralism, its judgements and advisory opinion directly influence the development and strengthening of the rule of law in countries the world over. As stated by the report: “everything the court does is aimed at promoting and reinforcing the rule of law, through its judgement and advisory opinions, it contributes to developing and clarifying international law.” Finally, at a time when human rights abuses and conflict devastate the lives of millions, and when tensions simmer in regions throughout the world, the adjudication of disputes between states remains an essential role of the Court in preserving peace and security. We welcome the continued readiness by the Court to intervene when other diplomatic or political means have proven unsuccessful. For Member States, respect for the decisions, judgements, advice, and orders of the Court remains critical for the efficacy and longevity of the international Justice System. The General Assembly has thus called upon States that have not yet done so to consider accepting the jurisdiction of the Court in accordance with its Statute. In closing, allow me to reiterate: if we are to preserve the international multilateral system, then adherence and respect for international law remains key.

#### Multilateralism solves a laundry list of impacts – even a tiny net benefit is enough to o/w the AFF

Esther Brimmer 14 [Assistant Secretary for the Bureau of International Organization Affairs at the United States Department of State from April 2009 to June 2013, “Smart Power” and Multilateral Diplomacy, June, <http://transatlantic.sais-jhu.edu/publications/books/Smarter%20Power/Chapter%204%20brimmer.pdf>] Recut Justin

Over the subsequent decade, the variable definitions of Smart Power have evolved to reflect a rapidly changing foreign affairs landscape – a landscape shaped increasingly by transnational issues and what can only be described as truly global challenges. Nations of the world must now calibrate their foreign policy investments to try to leverage new opportunities while protecting their interests from emerging vulnerabilities. Smart Power is no longer an alternative path; it is a four-lane imperative. ¶ The world in 2014 is fundamentally different from previous periods, growing vastly more interconnected, interdependent, networked, and complex. National economies are in many cases inextricably intertwined, with cross-border imports and exports increasing nearly tenfold over the past forty years, and more than doubling over just the past decade. At the same time, we are all connected – and connected immediately – to news and events that in past generations would have been restricted to their local vicinities.¶ Consider, for example, the 2011 tsunami that devastated parts of Japan. Not only did we know in real time of the earthquake that triggered the tsunami, we had live coverage of some of the tsunami’s most devastating impacts and then round-the-clock coverage of the Fukushima nuclear power plant crisis. Communications technology brings such events to us without delay and in high definition. This communications revolution, headlined by the explosion of social media, carries with it the almost unlimited potential to inform and educate. It also provides people and communities with new ability to influence and advance their causes – both benevolent and otherwise, as the dramatic events of recent years in North Africa and the Middle East have made clear. ¶ At the same time, global power is more diffuse today than in centuries. Although predictions of the nation-state’s demise have gone unrealized, non-state actors – including NGOs, corporations, and international organizations - are more influential today than perhaps at any point in human history. The same might be said for transnational criminal networks and other harmful actors. Concurrently, we are witnessing the rise of new centers of influence – the so-called “emerging” nations – that are seeking and gaining positions of global leadership. These emerging powers bring unique histories and new perspectives to the discussion of current challenges and the future of global governance. Several of these countries are democracies and share many of the core values of the United States; others have sharply different political systems and perspectives. All are gauging how to be more active in the global arena. ¶ It is this new, more diffused global system that must now find means of addressing today’s pressing global challenges – challenges that in many cases demand Smart Power ingenuity. From terrorism to nuclear proliferation, climate change to pandemic disease, transnational crime to cyber attacks, violations of fundamental human rights to natural disasters, today’s most urgent security challenges pay no heed to state borders. ¶ So, just as global power is more diffuse, so too are the opposing threats and challenges, and it is in this new reality that the United States must define and employ its Smart Power resources. That reality demands a definition that must now far exceed the origin parameters of hard and soft. Many of these challenges would be unresponsive to traditional Hard tools (coercion, economic sanctions, military force), while the application of Soft tools (norm advancement, cultural influence, public diplomacy) in customary channels is likely to provide unsatisfactory impact. ¶ Ultimately, the other component necessary in today’s Smart Power alchemy is robust, focused, and sustained international cooperation. In effect, in an increasing number of instances, Smart Power must now feature shared power, and in that context foreign policy choices must follow two related but distinct axes. ¶ First, those policy choices must strengthen a state’s overall stature and influence (rather than diminish it), leaving the state undertaking the action in a position of equal or greater global standing. This is easier said than done. The proliferation in challenges facing all states has created a need for multiple, simultaneous diplomatic transactions among a broadening cast of actors. Given the nature of today’s threats facing states both large and small, those transactions have never been more frequent and at times overlapping – a reality that requires new agility and synchronization within foreign policy hierarchies. States that are less capable of responding to this new reality may experience diminished political capital and international standing by acting on contemporary threats in isolation or without a full appreciation of the reigning international sentiment. Many observers have highlighted U.S. decision-making in advance of the 2003 Iraq invasion as indicative of just this phenomenon. ¶ Alternatively, states applying a new Smart Power approach to their foreign policy recognize the overlapping need to maintain global standing and stature while seeking resolution of individual policy challenges. We see considerable effort on the part of emerging powers to find just that balance, and I would argue that the United States has also made great strides in that regard since 2009. ¶ Second, Smart Power policy choices must contribute to the strength and resilience of the international system. As noted above, the globalization of contemporary challenges and security threats has augmented the need for effective cooperation among states and other international actors, and placed even greater demands on the global network of international institutions, conferences, frameworks, and groupings in which these challenges are more and more frequently addressed. Given this heightened need for structures to facilitate international collaboration, states are more rarely undertaking foreign policy courses of action that entirely lack a multilateral component, or that feature no interaction with or demands upon the international architecture. As recent American history shows, even states with unilateral tendencies have found themselves returning to the multilateral fold to address aspects of a threat or challenge that simply cannot be addressed effectively alone.

### 1NC – DA - Gender Diversity

#### Women are coming back to the workforce – but that hinges on stable school environments

**Dmitrieva and Shah 11/5** [Katia Dmitrieva and Jill R Shah, Jill and Katia are reporters for Bloomberg. 11-5-2021, "U.S. Women Are Coming Back to the Job Market," Bloomberg, <https://www.bloomberg.com/news/articles/2021-11-05/u-s-women-come-back-to-job-market-as-school-year-gets-under-way>] Adam

Women of childbearing age are returning to the U.S. workforce, showing a small improvement in their participation rate after a decline in September.

Participation among prime-age female workers, those 25 to 54 years old, rose slightly last month, Labor Department data released Friday [showed.](https://www.bls.gov/news.release/empsit.nr0.htm) It was little changed for men of the same age.

The small increase could be the first sign of a return many economists were predicting would happen in September as children went back to school. Women with children have particularly struggled over the course of the pandemic as school closures and a lack of care have hampered their ability to work.

#### Teacher strikes disproportionately hurt female participation in the workforce

**Jaume and Willén 19** [David Jaume y Alexander Willén, Jaume holds a Ph.D. in Economics from Cornell University, a master’s in economics from Universidad Nacional de La Plata (Argentina), and a BA in Economics from Universidad Nacional de Cuyo (Argentina). He is also a research affiliate at the Center for Distributive, Labor, and Social Studies (CEDLAS). Willén is a Professor of Economics at the Norwegian School of Economics. My main fields of interest are labor economics, public economics, and economics of education. He holds a PhD in Policy Analysis from Cornell University (2018), a MPP in Public Policy from Georgetown University (2013) and a BA from Durham University (2011). March 2019, Centro de Estudios Distributivos, [https://www.cedlas.econo.unlp.edu.ar/wp/wp-content/uploads/doc\_cedlas243.pdf Accessed 11/5/21](https://www.cedlas.econo.unlp.edu.ar/wp/wp-content/uploads/doc_cedlas243.pdf%20Accessed%2011/5/21)] Adam

Temporary school closures are common features of education systems across the globe, and a relatively large literature has investigated how TSCs impact the short- and long-run education and 25 labor market behavior of students. A neglected but equally important question relates to how TSCs affect the labor market behavior of parents. This is the first paper to present a detailed analysis on this topic. First, we provide a framework for thinking about the decision problem faced by parents in the event of a disruption to their children’s school services. Second, we exploit a novel identification strategy coupled with a rich and newly created data set to test the predictions of the model and examine the reduced-form effect of school disruptions on parental labor market decisions. To obtain plausibly exogenous variation in TSCs, we use variation in teacher strikes within and across provinces over time between parents with and without children in primary school. Results indicate that school disruptions negatively affect the labor force participation of mothers. These adverse labor supply effects translate into economically meaningful reductions in earnings and wages: a mother whose child is exposed to ten days of TSCs experiences a decline in earnings equivalent to 2.92% of the mean. Through auxiliary analysis we find that these effects are predominantly driven by low-skilled mothers at the margin of employment, such that TSCs disproportionally hurt an already vulnerable subgroup of mothers. A back-of-the-envelope calculation suggests that the average mother would be willing to forego more than 1.6 months of earnings in order to ensure that there are no TSCs while her child is in primary school. While we do not find any effects among fathers in general, fathers who are married to women with higher predicted relative earnings also experience negative labor market effects: A father who earns less than his wife and whose child is exposed to ten days of TSCs suffers a decline in his hourly wage equivalent to 2.09% of the mean. This result suggests that the labor supply response of parents depend, at least in part, on the relative income of each parent. However, this group of households is small, such that women are disproportionally affected by TSCs. These results thus imply that interruptions to core childcare services may exacerbate existing labor market and intra-household gender inequality by disproportionately affecting mothers. Our findings illustrate the importance of providing stable childcare options to mothers in order to maximize their ability to participate in the labor market and to prevent an augmentation of labor market and intra-household gender inequality. While the effect of TSCs on student outcomes can be reduced by offering make-up days at the end of the semester, this type of policy intervention would be unsuccessful in reducing the impact of TSCs on parental labor market behavior. An increased awareness of how TSCs affect parental labor market outcomes is therefore imperative for guiding the development of future childcare policies and establishing policy responses to TSCs.

#### Gender diversity in the workforce is key to innovation

Lorenzo 17 [Rocio, Partner and managing director at The Boston Consulting Group, J.D. University of Passau and University of Santiago de Compostela, “The Mix That Matters: Innovation Through Diversity,” 4/26, <https://www.bcg.com/publications/2017/people-organization-leadership-talent-innovation-through-diversity-mix-that-matters.aspx> Accessed 11/5/21] Adam

When companies undertake efforts to make their management teams more diverse by adding women and people from other countries, industries, and companies, does it pay off? In the critical area of innovation, the answer seems to be yes. A study of 171 German, Swiss, and Austrian companies shows a clear relationship between the diversity of companies’ management teams and the revenues they get from innovative products and services. (See “Study Methodology.”)

The study comes at a time when diversity’s business benefits have become a topic of intense discussion. In the past, the indirect benefits of diversity were sufficient—an expansion of the job candidate pool at all levels, or an increase in social and political status for the company. Direct financial benefits weren’t needed to justify diversity initiatives—no one could even say for sure if such benefits existed. This study shows that they do.

BCG and the Technical University of Munich conducted an empirical analysis to understand the relationship between diversity in management (defined as all levels of management, not just executive management) and innovation. (See “How Diversity and Innovation Are Defined in This Report.”) Although the research is concentrated in a particular geographic region, we believe that its insights apply globally. The following are the major findings:

•The positive relationship between management diversity and innovation is statistically significant, meaning that companies with higher levels of diversity get more revenue from new products and services.

•The innovation boost isn’t limited to a single type of diversity. The presence of managers who are female or from other countries, industries, or companies can cause an increase in innovation.

•Management diversity seems to have a particularly positive effect on innovation at complex companies—those that have multiple product lines or that operate in multiple industry segments. Diversity’s impact also increases with company size.

•To reach its potential, gender diversity needs to go beyond tokenism. In our study, innovation performance only increased significantly when the workforce included a nontrivial percentage of women (more than 20%) in management positions. Having a high percentage of female employees doesn’t do anything for innovation, the study shows, if only a small number of women are managers

•At companies with diverse management teams, openness to contributions from lower-level workers and an environment in which employees feel free to speak their minds are crucial in fostering innovation

DIVERSITY’S POSITIVE LINK TO INNOVATION

That management diversity might be linked to innovation isn’t a new concept. It’s rooted in the assumption that diversity leads to different perspectives and novel solutions. This is, however, a difficult thing to prove. Unlike other innovation catalysts— R&D spending, for instance, or a specific strategy emphasizing innovation—diversity has an indirect connection to innovation. Until now, most of the research about it has been more qualitative than quantitative.

The BCG-Technical University of Munich study used statistical methods—correlations and regression analyses—not only to show that a relationship exists between diversity and innovation but also to identify the types of companies that get the biggest innovation boost from diversity, the steps that companies can take to increase diversity’s power, and the types of diversity that matter the most. This last area of inquiry is particularly important because many companies’ diversity strategies are no longer focused solely on traditional forms of diversity, such as gender and nationality. Instead, they have expanded, under the catchphrase “2D diversity,” to incorporate so-called acquired diversity, which includes people with cross-industry expertise and nonlinear career paths.

The companies were first analyzed using the Blau index to aggregate their levels of diversity in six areas. (See the Appendix for an explanation of the statistical analysis and terms used in this report.) The resulting diversity score was plotted against each company’s innovation level. We found that innovation revenue—which we define as the share of revenues from new products and services in the most recent three-year period —rises with diversity. (See Exhibit 1.)

Diversity and innovation don’t affect each other directly, the way sales of umbrellas by a street vendor rise on a rainy day; the relationship is more complex. Moreover, there are quite a few factors beyond diversity that can affect a company’s ability to innovate— such as the creativity of its R&D department, the executive team’s attitude toward taking risks, and shareholders’ support of new ventures. Still, management diversity influences innovation on its own. Diversity and innovation move together, and the relationship is statistically significant—meaning that there is a high probability of its repeating in any large population of companies

An initial sense of diversity’s impact on innovation can be derived by comparing companies that are more diverse with those that are less diverse. In our study, companies with Blau index scores above 0.59 (above the median) have generated 38% more of their revenues, on average, from innovative products and services in the most recent three-year period than did companies below the median.

The study’s numbers become even more instructive when they are broken down along other dimensions. This more nuanced analysis yields insights about how to get the most out of diversity and which types of diversity offer the biggest advantage.

Of the six types of diversity analyzed in the study, four positively correlate with innovation: industry background, country of origin, career path, and gender. Age diversity (the extent to which managers are evenly distributed across age groups) is actually associated with less innovation. A sixth type of diversity, academic background, appears to have no impact at all on innovation, either positive or negative. (See Exhibit 2.)

#### Strong Innovation solves Extinction.

Matthews 18 Dylan Matthews 10-26-2018 “How to help people millions of years from now” <https://www.vox.com/future-perfect/2018/10/26/18023366/far-future-effective-altruism-existential-risk-doing-good> (Co-founder of Vox, citing Nick Beckstead @ Rutgers University)//Re-cut by Elmer

If you care about improving human lives, you should overwhelmingly care about those quadrillions of lives rather than the comparatively small number of people alive today. The 7.6 billion people now living, after all, amount to less than 0.003 percent of the population that will live in the future. It’s reasonable to suggest that those quadrillions of future people have, accordingly, hundreds of thousands of times more moral weight than those of us living here today do. That’s the basic argument behind Nick Beckstead’s 2013 Rutgers philosophy dissertation, “On the overwhelming importance of shaping the far future.” It’s a glorious mindfuck of a thesis, not least because Beckstead shows very convincingly that this is a conclusion any plausible moral view would reach. It’s not just something that weird utilitarians have to deal with. And Beckstead, to his considerable credit, walks the walk on this. He works at the Open Philanthropy Project on grants relating to the far future and runs a charitable fund for donors who want to prioritize the far future. And arguments from him and others have turned “long-termism” into a very vibrant, important strand of the effective altruism community. But what does prioritizing the far future even mean? The most literal thing it could mean is preventing human extinction, to ensure that the species persists as long as possible. For the long-term-focused effective altruists I know, that typically means identifying concrete threats to humanity’s continued existence — like unfriendly artificial intelligence, or a pandemic, or global warming/out of control geoengineering — and engaging in activities to prevent that specific eventuality. But in a set of slides he made in 2013, Beckstead makes a compelling case that while that’s certainly part of what caring about the far future entails, approaches that address specific threats to humanity (which he calls “targeted” approaches to the far future) have to complement “broad” approaches, where instead of trying to predict what’s going to kill us all, you just generally try to keep civilization running as best it can, so that it is, as a whole, well-equipped to deal with potential extinction events in the future, not just in 2030 or 2040 but in 3500 or 95000 or even 37 million. In other words, caring about the far future doesn’t mean just paying attention to low-probability risks of total annihilation; it also means acting on pressing needs now. For example: We’re going to be better prepared to prevent extinction from AI or a supervirus or global warming if society as a whole makes a lot of scientific progress. And a significant bottleneck there is that the vast majority of humanity doesn’t get high-enough-quality education to engage in scientific research, if they want to, which reduces the **odds that we have enough trained scientists to come up with the breakthroughs** we need as a civilization to survive and thrive. So maybe one of the best things we can do for the far future is to improve school systems — here and now — to harness the group economist Raj Chetty calls “lost Einsteins” (potential innovators who are thwarted by poverty and inequality in rich countries) and, more importantly, the hundreds of millions of kids in developing countries dealing with even worse education systems than those in depressed communities in the rich world. What if living ethically for the far future means living ethically now? Beckstead mentions some other broad, or very broad, ideas (these are all his descriptions): Help make computers faster so that people everywhere can work more efficiently Change intellectual property law so that technological innovation can happen more quickly Advocate for open borders so that people from poorly governed countries can move to better-governed countries and be more productive Meta-research: improve incentives and norms in academic work to better advance human knowledge Improve education Advocate for political party X to make future people have values more like political party X ”If you look at these areas (economic growth and technological progress, access to information, individual capability, social coordination, motives) a lot of everyday good works contribute,” Beckstead writes. “An implication of this is that a lot of everyday good works are good from a broad perspective, even though hardly anyone thinks explicitly in terms of far future standards.” Look at those examples again: It’s just a list of what normal altruistically motivated people, not effective altruism folks, generally do. Charities in the US love talking about the lost opportunities for innovation that poverty creates. Lots of smart people who want to make a difference become scientists, or try to work as teachers or on improving education policy, and lord knows there are plenty of people who become political party operatives out of a conviction that the moral consequences of the party’s platform are good. All of which is to say: Maybe effective altruists aren’t that special, or at least maybe we don’t have access to that many specific and weird conclusions about how best to help the world. If the far future is what matters, and generally trying to make the world work better is among the best ways to help the far future, then effective altruism just becomes plain ol’ do-goodery.

### 1NC –DA - BizCon

#### Business Confidence is high now – best surveys.

ICAEW 8-20 8-20-2021 "Business confidence remains at record high as economy gets sales boost" <https://www.icaew.com/about-icaew/news/press-release-archive/2021-news-releases/business-confidence-remains-at-record-high-as-economy-gets-sales-boost> (Institute of Chartered Accountants in England and Wales)//Elmer

Friday 20 August 2021: **Business confidence** has **hit a record high** for the second quarter in a row, a survey of chartered accountants published today has found. Business confidence at record **high for second consecutive quarter**, ICAEW survey finds Strong sales growth projections key to confidence boost Companies face new challenges as economy reopens Business confidence has hit a record high for the second quarter in a row, a survey of chartered accountants published today (FRIDAY 20 AUGUST 2021) has found. Sentiment tracked by ICAEW’s Business Confidence Monitor™ (BCM) found **optimism at 47 on the quarterly index**, its **highest** level **since** the **survey was launched** in 2004 and surpassing the previous record set last quarter. [1] The optimism was **shared by businesses of all sizes across all sectors, nations and regions** in the UK. The record reading was a likely reflection of the expectation of strong sales growth in the year ahead, especially in the domestic market where a record rise of 7.4% is predicted over the coming 12 months. Companies also expect a sharp boost in export sales, which will rebound to pre-pandemic rates of increase. [2] However, the likelihood of confidence remaining positive is highly dependent on the COVID-19 situation not deteriorating further, ICAEW said. Decisions on interest rates, the winding down of support schemes, such as furlough, could also have an impact on future business sentiment. Office for National Statistics figures published last week showed that Britain’s economy grew 4.8% between April and June, below the 5% that the Bank of England had forecast. Michael Izza, ICAEW Chief Executive, said: “Business confidence has now hit record levels for two quarters in a row - companies are clearly benefitting from rising customer demand as the economy reopens and life begins to return to normal. The high level of optimism is unsurprising but it remains vulnerable to a possible resurgence of COVID-19 as we head into the autumn. “While confidence is high across all sectors, with companies reporting record expectations for domestic sales growth, they also told us they **face challenges from** **skills shortages**, wage increases and rising costs. “This is a crucial stage for the economy. Despite having to cope with the winding down of government financial support and possible interest rate rises, businesses are definitely bouncing back, but **finances are fragile** and any **additional costs could threaten** the recovery.”

#### Specifically, EU business confidence is high now and increasing.

**CEIC 21**, [CEIC 2021 updated monthly "EU Business Confidence Growth, 1986 – 2021," CEIC, <https://www.ceicdata.com/en/indicator/european-union/business-confidence-growth>] Adam

European Union Business Confidence Growth

1986 - 2021 | MONTHLY | % POINT | CEIC DATA

Key information about EU`s Business Confidence Growth

European Union Business Confidence grew 23.5 % in Sep 2021, compared with an increase of 25.0 % YoY in the previous month.

EU Business Confidence: YoY Change is updated monthly, available from Jan 1986 to Sep 2021, with an averaged rate of 0.3 %.

The data reached an all-high of 41.9 % in Apr 2021 and a record low of -38.4 % in Mar 2009.  
CEIC calculates monthly Business Confidence Change from monthly Industrial Confidence Indicator. The European Commission's Directorate-General for Economic and Financial Affairs provides Industrial Confidence Indicator with range from -100 to 100 with neutral point 0. Contribution of member-states data to EU-wide aggregate is weighted according to the country's gross value added at constant prices by the Industry sector excluding Construction. Business Confidence covers Manufacturing sector only. European Union stands for EU27 excluding UK.

View European Union's Business Confidence Growth from Jan 1986 to Sep 2021 in the chart:

#### Corporate optimism, specifically investment, drives self-sustaining recovery.

Van der Welle 7-7 Peter Van der Welle 7-7-2021 “How capex holds the key to a self-sustaining economic recovery” <https://www.robeco.com/latam/en/insights/2021/07/how-capex-holds-the-key-to-a-self-sustaining-economic-recovery.html> (Strategist within the Global Macro team, M.A. in Economics from Tilburg University)//Elmer

Title: How capex holds **the key to a self-sustaining economic recovery**. **Capital expenditure** to fix supply shortages and meet burgeoning demand is seen figuring strongly in the post-Covid recovery. [Author and summary omitted]. **Companies** are **expected to invest heavily** in new equipment and capacity as they seek **to meet** the pent-up **demand released from** economic **reopening**. “The world is emerging from the pandemic, and much of the focus has been on the release of huge pent-up demand for goods and services that have been inaccessible for much of the past year,” says Peter Van der Welle, strategist with Robeco’s multi-asset team. “But there is a bigger issue regarding the ability of companies to supply these goods and services, due to the supply side constraints that have emerged through economic reopening. We believe this is powering a resurgence in capital expenditure by companies, and those which are investing in new equipment to meet greater demand will be the more sought after stocks.” Capex intentions Van der Welle says this trend can already be seen in the US Federal Reserve’s Capex Intentions Index, which shows that steep year-on-year increases in capital expenditures are planned. “So, that's **promising for** a near-term **rebound** in the capex cycle,” he says. “The market has already picked up on that theme because you can see a clear outperformance of capex-intensive stocks compared to the broader market year to date.” Fiscal dominance Van der Welle says five elements support the multi-asset team’s view that capex will rise from here onwards. “The first is the overarching macroeconomic picture in that we are increasingly moving towards an environment of fiscal dominance and away from one that has been monetary-led via quantitative easing,” he says. “Central banks have pursued very easy monetary policies, but they have hit the nominal lower bounds with regard to policy rates.” “This is a hard constraint because real rates are difficult for central banks to push even lower than they are nowadays, given the strong consensus among both central bankers and market participants that inflation is transitory.” Big spending plans For stimulus, fiscal policy is better suited to address the negative supply shock that Covid-19 has posed. Fiscal dominance can be seen in the huge infrastructure spending planned in the US, with the USD 1.9 trillion American Rescue Plan already in motion, and the USD 2 trillion American Jobs Plan going through Congress. In Europe, the disbursement of the EUR 750 billion EU Recovery Fund is due to start later in July. “An era of f**iscal dominance** is able to **say goodbye to** the secular **stagnation** thesis, which holds that the economy is suffering from under-investment,” says Van der Welle. “Under-investment due to insufficient demand, which was the biggest problem after the global financial crisis, has become less likely.” “We saw very subdued consumption growth both in the US and elsewhere between 2009 and 2019. That story is reversing in the US. Households’ income has been supported by fiscal policy during the Covid-19 recession, while burgeoning consumer demand in the reopening phase could prove to be more sticky as employment prospects continue to improve in the medium term.” Tobin’s Q looks good A third reason to expect higher capex is driven by ‘Tobin’s Q’ – the market value of a company divided by its assets' replacement cost. If this ratio is above one, then corporates have an incentive to invest directly in the underlying assets rather than buying another company at market value to acquire the same assets. The Tobin’s Q ratio is currently at 1.7 for the US. “So it's very expensive to do M&A, and it is wiser for corporates to invest in the underlying capital goods themselves,” Van der Welle says. “We should therefore expect a gradual move away from M&A activity towards companies making direct investments in capital goods.” Supply-side constraints The fourth element is the severe supply-side constraints seen in the global economy, as capacity shut down during the pandemic. “This is reflected in the ISM Prices Paid Index, which reached an all-time high in June in reflection of rampant shortages of raw materials and labor,” says Van der Welle. “Clearly the issue today following the pandemic is not demand related, but supply related. This will also trigger more awareness to push the productivity frontier and incentivize capital expenditure.” Less reliance on labor The fifth element is the partial substitution from labor to capital in the US against the backdrop of lingering labor shortages. “A decline in the labor force participation rate shows that people are not quickly returning to the labor force, as they have been disincentivized by the subsidies and pay checks they have gained from the stimulus plans, and/or structural changes in their work/life balance due to the pandemic,” says Van der Welle. “When the cost of labor becomes more expensive, substituting labor with capital becomes more attractive for employers. Typically, the inflection point for capex intentions becoming positive is when unit labor costs rise by more than 2% year on year, which is the case today.” Capex will lengthen the earnings cycle Regarding earnings, **there is a** significant **relationship** **between** capex intentions and productivity, though the lag from intending to invest to actually getting a realized productivity gain is quite long – up to several years. **Higher capex that eventually brings higher productivity** **growth will sustain the earnings cycle**, Van der Welle says. Higher productivity gives corporates more pricing power because they suppress unit labor costs, and that means profit margins can stay elevated for longer.

#### Business confidence is the best indicator for growth.

Khan 20, Hashmat, and Santosh Upadhayaya. "Does business confidence matter for investment?." Empirical Economics 59.4 (2020): 1633-1665. (Economics Professor at Carleton University)//Elmer

Abstract Business confidence is a well-known leading indicator of future output. Whether it has information about future investment is, however, unclear. We determine how informative business confidence is for investment growth independently of other variables using US business confidence survey data for 1955Q1–2016Q4. Our main findings are: (i) **business confidence has predictive ability for investment growth**; (ii) remarkably, business confidence has **superior** forecasting power, relative **to conventional predictors**, for investment downturns over 1–3-quarter forecast horizons and for the sign of investment growth over a 2-quarter forecast horizon; and (iii) exogenous shifts in business confidence reflect short-lived non-fundamental factors, consistent with the ‘animal spirits’ view of investment. Our findings have implications for improving investment forecasts, developing new business cycle models, and studying the role of social and psychological factors determining investment growth. Introduction Business confidence is a well-known leading indicator of future output, especially during economic downturns, and receives attention from the media, policymakers and forecasters. Somewhat surprisingly, the direct link between business confidence and investment has not yet been investigated. Our paper fills this gap. We provide a quantitative assessment of the information in business confidence for future investment growth, after **controlling for** the conventional determinants such as **user cost, output, cash flow and stock price**. Understanding the predictive power of business confidence is valuable along three dimensions. First, it can help forecasters and policymakers improve their investment forecasts. Second, it can provide a rationale for explicitly including **business confidence**—either **as causal or** as **anticipatory**—**in** theoretical models of **business cycles**. Third, it can help motivate studies on the how investment managers’ social and psychological circumstances influence investment decisions over and beyond rational cost-benefit analyses.Footnote1 We consider the Organization for Economic Co-Operation and Development (OECD)’s business confidence index for the USA as a measure of business confidence and ask the following three questions.Footnote2 Does business confidence have independent information about future business investment growth? Does it have forecasting power for investment downturns? Does it help in making directional forecasts—the positive or negative movements in the trajectory of investment growth? Previous literature that used business confidence has primarily studied its predictive properties for variables other than investment. Heye (1993) examines the relationship between business confidence and labour market conditions in the USA and other industrialized countries. Dasgupta and Lahiri (1993) show that business sentiments have explanatory power of forecasting business cycle turning points. Taylor and McNabb (2007) find that business confidence is procyclical and plays an important role in forecasting output downturns. Although we focus on business confidence, our paper is related to a large body of previous research that has studied consumer confidence or sentiment and its ability to forecast macroeconomic variables. Leeper (1992) finds that consumer sentiment does not help predict industrial production and unemployment, especially when financial variables are taken into account. On the other hand, Matsusaka and Sbordone (1995) reject the hypothesis that consumer sentiment does not predict output. Carroll et al. (1994), Fuhrer (1993), Bram and Ludvigson (1998), Ludvigson (2004) and Cotsomitis and Kwan (2006) find that the consumer attitudes have some additional information about predicting household spending behaviour. Lahiri et al. (2016) employ a large real-time dataset and find that the consumer confidence survey has important role in improving the accuracy of consumption forecasts. Christiansen et al. (2014) find that consumer and business sentiments contain independent information for forecasting business cycles. Barsky and Sims (2012) find that consumer confidence reflects news about future fundamentals and a confidence shock has a persistent effect on the economy. More recently, Angeletos et al. (2018) quantify the role of confidence for business cycle from both theoretical and empirical perspectives. They construct a measure of confidence within a Vector Autoregressive (VAR) framework by taking the linear combination of the VAR residuals that maximizes the sum of the volatilities of hours and investment at frequencies of 6–32 quarters. Their measure likely captures a mixture of consumer and business confidence and is, therefore, distinct from the survey-based measure that we use in our analysis. We find that business confidence leads US business investment growth by one quarter. It leads structures investment, which is one of the major components of business investment, by two quarters. Our **empirical analysis shows** that **investors’ confidence has** statistically **significant predictive power for** US business investment **growth** and its components (equipment and non-residential structures) after **controlling for other determinants of investment**. To better gauge the role of business confidence for investment growth, we also perform Out-Of-Sample (OOS) test for 1990Q1–2016Q4. Our findings suggest that the OOS test results are similar to the in-sample test results.Footnote3 While, as we found, business confidence has predictive power for total investment, it may also contain additional information on the trajectory of investment as captured by downturns and directional changes. This information would be of interest to policymakers in assessing the economy’s near-term outlook, over and above the general ability of business confidence to forecast investment. Indeed, we find that contemporaneous correlation between business confidence and investment growth rises during NBER recession dates. This property of the data suggests that it is worthwhile to explore the forecasting ability of business confidence for investment downturns and directional changes. Towards this end, we define investment downturns as business investment growth below the sample average for more than two consecutive quarters.Footnote4 Using a static probit forecasting model, we assess the OOS forecasting ability of business confidence for investment downturns for 1990Q1–2016Q4. A key finding of this approach in the literature is that term spread and stock price contain information for forecasting US recessions (Estrella and Mishkin 1998; Nyberg 2010; Kauppi and Saikkonen 2008). We follow a similar approach and find that business confidence has statistically significant forecasting power for investment downturns over 1–4-quarter forecast horizons in the US economy. It has stronger forecasting ability than the traditional predictors such as term spread, credit spread and stock price at 1–3-quarter forecast horizons. We also find strong evidence that the business confidence has good incremental predictive power for investment downturns over 1–4-quarter forecast horizons, controlling for other predictors of downturns.

#### Economic decline results in multilateral breakdown that causes state collapse, conflict, climate change, and Arctic and Space War.

McLennan 21 – Strategic Partners Marsh McLennan SK Group Zurich Insurance Group, Academic Advisers National University of Singapore Oxford Martin School, University of Oxford Wharton Risk Management and Decision Processes Center, University of Pennsylvania, “The Global Risks Report 2021 16th Edition” “http://www3.weforum.org/docs/WEF\_The\_Global\_Risks\_Report\_2021.pdf //Re-cut by Elmer

Forced to choose sides, governments may face **economic** or diplomatic **consequences**, as proxy disputes play out in control over economic or geographic resources. The deepening of geopolitical fault lines and the lack of viable middle power alternatives make it harder for countries to cultivate connective tissue with a diverse set of partner countries based on mutual values and maximizing efficiencies. Instead, networks will become thick in some directions and non-existent in others. The COVID-19 crisis has amplified this dynamic, as digital interactions represent a “huge loss in efficiency for diplomacy” compared with face-to-face discussions.23 With some **alliances weakening**, diplomatic relationships will become more unstable at points where superpower tectonic plates meet or withdraw. At the same time, without superpower referees or middle power enforcement, global **norms** may **no longer govern** state **behaviour**. Some governments will thus see the solidification of rival blocs as an opportunity to engage in regional posturing, which will have destabilizing effects.24 Across societies, domestic discord and **economic crises will** **increase** the risk of **autocracy**, **with corresponding** **censorship, surveillance**, restriction of movement and abrogation of rights.25 Economic crises will also amplify the **challenges for middle power**s as they navigate geopolitical competition. **ASEAN countries, for example, had offered a potential new manufacturing base as the United States and China decouple, but the pandemic has left these countries strapped for cash to invest in the necessary infrastructure and productive capacity.26** Economic fallout is pushing many countries to debt distress (see Chapter 1, Global Risks 2021). While G20 countries are supporting debt restructure for poorer nations,27 larger economies too may be at **risk of default** in the longer term;28 this would **leave them further stranded**—**and unable to exercise leadership—on the global stage**. Multilateral meltdown **Middle power weaknesses** will be **reinforced** in weakened institutions, which may translate to **more uncertainty and lagging progress on shared global challenges such as climate change**, **health, poverty reduction and technology governance**. In the absence of strong regulating institutions, **the Arctic and space represent new realms for** potential **conflict** as the superpowers and middle powers alike compete to extract resources and secure strategic advantage.29 If the global superpowers continue to accumulate economic, military and technological power in a zero-sum playing field, some middle powers could increasingly fall behind. Without cooperation nor access to important innovations, middle powers will struggle to define solutions to the world’s problems. In the long term, GRPS **respondents forecasted “w**eapons of **m**ass **d**estruction” **and “state collapse**” as the two top critical threats: in the absence of strong institutions or clear rules, clashes— such as those in **Nagorno-Karabakh or the Galwan Valley**—**may more frequently flare into** full-fledged **interstate conflicts**,30 which is particularly worrisome where unresolved tensions among nuclear powers are concerned. These conflicts may lead to state collapse, with weakened middle powers less willing or less able to step in to find a peaceful solution.
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#### 1] Pleasure and pain *are* intrinsic value and disvalue – everything else *regresses* – robust neuroscience.
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**Pleasure** is not only one of the three primary reward functions but it also **defines reward.** As homeostasis explains the functions of only a limited number of rewards, the principal reason why particular stimuli, objects, events, situations, and activities are rewarding may be due to pleasure. This applies first of all to sex and to the primary homeostatic rewards of food and liquid and extends to money, taste, beauty, social encounters and nonmaterial, internally set, and intrinsic rewards. Pleasure, as the primary effect of rewards, drives the prime reward functions of learning, approach behavior, and decision making and provides the **basis for hedonic theories** of reward function. We are attracted by most rewards and exert intense efforts to obtain them, just because they are enjoyable [10].

Pleasure is a passive reaction that derives from the experience or prediction of reward and may lead to a long-lasting state of happiness. The word happiness is difficult to define. In fact, just obtaining physical pleasure may not be enough. One key to happiness involves a network of good friends. However, it is not obvious how the higher forms of satisfaction and pleasure are related to an ice cream cone, or to your team winning a sporting event. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure [14].

Pleasure as a hallmark of reward is sufficient for defining a reward, but it may not be necessary. A reward may generate positive learning and approach behavior simply because it contains substances that are essential for body function. When we are hungry, we may eat bad and unpleasant meals. A monkey who receives hundreds of small drops of water every morning in the laboratory is unlikely to feel a rush of pleasure every time it gets the 0.1 ml. Nevertheless, with these precautions in mind, we may define any stimulus, object, event, activity, or situation that has the potential to produce pleasure as a reward. In the context of reward deficiency or for disorders of addiction, homeostasis pursues pharmacological treatments: drugs to treat drug addiction, obesity, and other compulsive behaviors. The theory of allostasis suggests broader approaches - such as re-expanding the range of possible pleasures and providing opportunities to expend effort in their pursuit. [15]. It is noteworthy, the first animal studies eliciting approach behavior by electrical brain stimulation interpreted their findings as a discovery of the brain’s pleasure centers [16] which were later partly associated with midbrain dopamine neurons [17–19] despite the notorious difficulties of identifying emotions in animals.

Evolutionary theories of pleasure: The love connection BO:D

Charles Darwin and other biological scientists that have examined the biological evolution and its basic principles found various mechanisms that steer behavior and biological development. Besides their theory on natural selection, it was particularly the sexual selection process that gained significance in the latter context over the last century, especially when it comes to the question of what makes us “what we are,” i.e., human. However, the capacity to sexually select and evolve is not at all a human accomplishment alone or a sign of our uniqueness; yet, we humans, as it seems, are ingenious in fooling ourselves and others–when we are in love or desperately search for it.

It is well established that modern biological theory conjectures that **organisms are** the **result of evolutionary competition.** In fact, Richard Dawkins stresses gene survival and propagation as the basic mechanism of life [20]. Only genes that lead to the fittest phenotype will make it. It is noteworthy that the phenotype is selected based on behavior that maximizes gene propagation. To do so, the phenotype must survive and generate offspring, and be better at it than its competitors. Thus, the ultimate, distal function of rewards is to increase evolutionary fitness by ensuring the survival of the organism and reproduction. It is agreed that learning, approach, economic decisions, and positive emotions are the proximal functions through which phenotypes obtain other necessary nutrients for survival, mating, and care for offspring.

Behavioral reward functions have evolved to help individuals to survive and propagate their genes. Apparently, people need to live well and long enough to reproduce. Most would agree that homo-sapiens do so by ingesting the substances that make their bodies function properly. For this reason, foods and drinks are rewards. Additional rewards, including those used for economic exchanges, ensure sufficient palatable food and drink supply. Mating and gene propagation is supported by powerful sexual attraction. Additional properties, like body form, augment the chance to mate and nourish and defend offspring and are therefore also rewards. Care for offspring until they can reproduce themselves helps gene propagation and is rewarding; otherwise, many believe mating is useless. According to David E Comings, as any small edge will ultimately result in evolutionary advantage [21], additional reward mechanisms like novelty seeking and exploration widen the spectrum of available rewards and thus enhance the chance for survival, reproduction, and ultimate gene propagation. These functions may help us to obtain the benefits of distant rewards that are determined by our own interests and not immediately available in the environment. Thus the distal reward function in gene propagation and evolutionary fitness defines the proximal reward functions that we see in everyday behavior. That is why foods, drinks, mates, and offspring are rewarding.

There have been theories linking pleasure as a required component of health benefits salutogenesis, (salugenesis). In essence, under these terms, pleasure is described as a state or feeling of happiness and satisfaction resulting from an experience that one enjoys. Regarding pleasure, it is a double-edged sword, on the one hand, it promotes positive feelings (like mindfulness) and even better cognition, possibly through the release of dopamine [22]. But on the other hand, pleasure simultaneously encourages addiction and other negative behaviors, i.e., motivational toxicity. It is a complex neurobiological phenomenon, relying on reward circuitry or limbic activity. It is important to realize that through the “Brain Reward Cascade” (BRC) endorphin and endogenous morphinergic mechanisms may play a role [23]. While natural rewards are essential for survival and appetitive motivation leading to beneficial biological behaviors like eating, sex, and reproduction, crucial social interactions seem to further facilitate the positive effects exerted by pleasurable experiences. Indeed, experimentation with addictive drugs is capable of directly acting on reward pathways and causing deterioration of these systems promoting hypodopaminergia [24]. Most would agree that pleasurable activities can stimulate personal growth and may help to induce healthy behavioral changes, including stress management [25]. The work of Esch and Stefano [26] concerning the link between compassion and love implicate the brain reward system, and pleasure induction suggests that social contact in general, i.e., love, attachment, and compassion, can be highly effective in stress reduction, survival, and overall health.

Understanding the role of neurotransmission and pleasurable states both positive and negative have been adequately studied over many decades [26–37], but comparative anatomical and neurobiological function between animals and homo sapiens appear to be required and seem to be in an infancy stage.

Finding happiness is different between apes and humans

As stated earlier in this expert opinion one key to happiness involves a network of good friends [38]. However, it is not entirely clear exactly how the higher forms of satisfaction and pleasure are related to a sugar rush, winning a sports event or even sky diving, all of which augment dopamine release at the reward brain site. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure.

Remarkably, there are pathways for ordinary liking and pleasure, which are limited in scope as described above in this commentary. However, there are **many brain regions**, often termed hot and cold spots, that significantly **modulate** (increase or decrease) our **pleasure or** even produce **the opposite** of pleasure— that is disgust and fear [39]. One specific region of the nucleus accumbens is organized like a computer keyboard, with particular stimulus triggers in rows— producing an increase and decrease of pleasure and disgust. Moreover, the cortex has unique roles in the cognitive evaluation of our feelings of pleasure [40]. Importantly, the interplay of these multiple triggers and the higher brain centers in the prefrontal cortex are very intricate and are just being uncovered.

Desire and reward centers

It is surprising that many different sources of pleasure activate the same circuits between the mesocorticolimbic regions (Figure 1). Reward and desire are two aspects pleasure induction and have a very widespread, large circuit. Some part of this circuit distinguishes between desire and dread. The so-called pleasure circuitry called “REWARD” involves a well-known dopamine pathway in the mesolimbic system that can influence both pleasure and motivation.

In simplest terms, the well-established mesolimbic system is a dopamine circuit for reward. It starts in the ventral tegmental area (VTA) of the midbrain and travels to the nucleus accumbens (Figure 2). It is the cornerstone target to all addictions. The VTA is encompassed with neurons using glutamate, GABA, and dopamine. The nucleus accumbens (NAc) is located within the ventral striatum and is divided into two sub-regions—the motor and limbic regions associated with its core and shell, respectively. The NAc has spiny neurons that receive dopamine from the VTA and glutamate (a dopamine driver) from the hippocampus, amygdala and medial prefrontal cortex. Subsequently, the NAc projects GABA signals to an area termed the ventral pallidum (VP). The region is a relay station in the limbic loop of the basal ganglia, critical for motivation, behavior, emotions and the “Feel Good” response. This defined system of the brain is involved in all addictions –substance, and non –substance related. In 1995, our laboratory coined the term “Reward Deficiency Syndrome” (RDS) to describe genetic and epigenetic induced hypodopaminergia in the “Brain Reward Cascade” that contribute to addiction and compulsive behaviors [3,6,41].

Furthermore, ordinary “liking” of something, or pure pleasure, is represented by small regions mainly in the limbic system (old reptilian part of the brain). These may be part of larger neural circuits. In Latin, hedus is the term for “sweet”; and in Greek, hodone is the term for “pleasure.” Thus, the word Hedonic is now referring to various subcomponents of pleasure: some associated with purely sensory and others with more complex emotions involving morals, aesthetics, and social interactions. The capacity to have pleasure is part of being healthy and may even extend life, especially if linked to optimism as a dopaminergic response [42].

Psychiatric illness often includes symptoms of an abnormal inability to experience pleasure, referred to as anhedonia. A negative feeling state is called dysphoria, which can consist of many emotions such as pain, depression, anxiety, fear, and disgust. Previously many scientists used animal research to uncover the complex mechanisms of pleasure, liking, motivation and even emotions like panic and fear, as discussed above [43]. However, as a significant amount of related research about the specific brain regions of pleasure/reward circuitry has been derived from invasive studies of animals, these cannot be directly compared with subjective states experienced by humans.

In an attempt to resolve the controversy regarding the causal contributions of mesolimbic dopamine systems to reward, we have previously evaluated the three-main competing explanatory categories: “liking,” “learning,” and “wanting” [3]. That is, dopamine may mediate (a) liking: the hedonic impact of reward, (b) learning: learned predictions about rewarding effects, or (c) wanting: the pursuit of rewards by attributing incentive salience to reward-related stimuli [44]. We have evaluated these hypotheses, especially as they relate to the RDS, and we find that the incentive salience or “wanting” hypothesis of dopaminergic functioning is supported by a majority of the scientific evidence. Various neuroimaging studies have shown that anticipated behaviors such as sex and gaming, delicious foods and drugs of abuse all affect brain regions associated with reward networks, and may not be unidirectional. Drugs of abuse enhance dopamine signaling which sensitizes mesolimbic brain mechanisms that apparently evolved explicitly to attribute incentive salience to various rewards [45].

Addictive substances are voluntarily self-administered, and they enhance (directly or indirectly) dopaminergic synaptic function in the NAc. This activation of the brain reward networks (producing the ecstatic “high” that users seek). Although these circuits were initially thought to encode a set point of hedonic tone, it is now being considered to be far more complicated in function, also encoding attention, reward expectancy, disconfirmation of reward expectancy, and incentive motivation [46]. The argument about addiction as a disease may be confused with a predisposition to substance and nonsubstance rewards relative to the extreme effect of drugs of abuse on brain neurochemistry. The former sets up an individual to be at high risk through both genetic polymorphisms in reward genes as well as harmful epigenetic insult. Some Psychologists, even with all the data, still infer that addiction is not a disease [47]. Elevated stress levels, together with polymorphisms (genetic variations) of various dopaminergic genes and the genes related to other neurotransmitters (and their genetic variants), and may have an additive effect on vulnerability to various addictions [48]. In this regard, Vanyukov, et al. [48] suggested based on review that whereas the gateway hypothesis does not specify mechanistic connections between “stages,” and does not extend to the risks for addictions the concept of common liability to addictions may be more parsimonious. The latter theory is grounded in genetic theory and supported by data identifying common sources of variation in the risk for specific addictions (e.g., RDS). This commonality has identifiable neurobiological substrate and plausible evolutionary explanations.

Over many years the controversy of dopamine involvement in especially “pleasure” has led to confusion concerning separating motivation from actual pleasure (wanting versus liking) [49]. We take the position that animal studies cannot provide real clinical information as described by self-reports in humans. As mentioned earlier and in the abstract, on November 23rd, 2017, evidence for our concerns was discovered [50]

In essence, although nonhuman primate brains are similar to our own, the disparity between other primates and those of human cognitive abilities tells us that surface similarity is not the whole story. Sousa et al. [50] small case found various differentially expressed genes, to associate with pleasure related systems. Furthermore, the dopaminergic interneurons located in the human neocortex were absent from the neocortex of nonhuman African apes. Such differences in neuronal transcriptional programs may underlie a variety of neurodevelopmental disorders.

In simpler terms, the system controls the production of dopamine, a chemical messenger that plays a significant role in pleasure and rewards. The senior author, Dr. Nenad Sestan from Yale, stated: “Humans have evolved a dopamine system that is different than the one in chimpanzees.” This may explain why the behavior of humans is so unique from that of non-human primates, even though our brains are so surprisingly similar, Sestan said: “It might also shed light on why people are vulnerable to mental disorders such as autism (possibly even addiction).” Remarkably, this research finding emerged from an extensive, multicenter collaboration to compare the brains across several species. These researchers examined 247 specimens of neural tissue from six humans, five chimpanzees, and five macaque monkeys. Moreover, these investigators analyzed which genes were turned on or off in 16 regions of the brain. While the differences among species were subtle, **there was** a **remarkable contrast in** the **neocortices**, specifically in an area of the brain that is much more developed in humans than in chimpanzees. In fact, these researchers found that a gene called tyrosine hydroxylase (TH) for the enzyme, responsible for the production of dopamine, was expressed in the neocortex of humans, but not chimpanzees. As discussed earlier, dopamine is best known for its essential role within the brain’s reward system; the very system that responds to everything from sex, to gambling, to food, and to addictive drugs. However, dopamine also assists in regulating emotional responses, memory, and movement. Notably, abnormal dopamine levels have been linked to disorders including Parkinson’s, schizophrenia and spectrum disorders such as autism and addiction or RDS.

Nora Volkow, the director of NIDA, pointed out that one alluring possibility is that the neurotransmitter dopamine plays a substantial role in humans’ ability to pursue various rewards that are perhaps months or even years away in the future. This same idea has been suggested by Dr. Robert Sapolsky, a professor of biology and neurology at Stanford University. Dr. Sapolsky cited evidence that dopamine levels rise dramatically in humans when we anticipate potential rewards that are uncertain and even far off in our futures, such as retirement or even the possible alterlife. This may explain what often motivates people to work for things that have no apparent short-term benefit [51]. In similar work, Volkow and Bale [52] proposed a model in which dopamine can favor NOW processes through phasic signaling in reward circuits or LATER processes through tonic signaling in control circuits. Specifically, they suggest that through its modulation of the orbitofrontal cortex, which processes salience attribution, dopamine also enables shilting from NOW to LATER, while its modulation of the insula, which processes interoceptive information, influences the probability of selecting NOW versus LATER actions based on an individual’s physiological state. This hypothesis further supports the concept that disruptions along these circuits contribute to diverse pathologies, including obesity and addiction or RDS.

#### 2] Death is bad and outweighs – a) agents can’t act if they fear for their bodily security which constrains every ethical theory, b) it destroys the subject itself – kills any ability to achieve value in ethics since life is a prerequisite which means it’s a side constraint since we can’t reach the end goal of ethics without life

#### 3] Actor spec—governments must use util because they don’t have intentions and are constantly dealing with tradeoffs—outweighs since different agents have different obligations—takes out calc indicts since they are empirically denied.

#### 3] Calc indicts fail:

#### A] Ethics- it would indict everything cuz they use events to understand how ethics have worked

#### B] Reciprocity- they are NIBs that create a 2:1 skew where I have to answer them to access offense while they only have to win one

#### C] Internalism- asking why we value life is nonsensical since it’s intrinsic and we just do.

#### Illegal strike activity in the status quo solves the affirmative – the aff is an attempt to regulate the ongoing strike wave

**Olivier 10/28**

Indigo Olivier is a Brooklyn-based freelance journalist covering politics, labor, and higher education. “Striketober: America’s workers are rising up”, <https://conversationalist.org/2021/10/28/striketober-americas-workers-are-rising-up/>, published 10-28-21, accessed 11-4-21 // mk

Workers across the United States are finally saying they’ve had enough. Nineteen months into the pandemic, 24,000 of them are exercising the strongest tool they have: the power to withhold their labor. With the country already facing severe supply chain disruptions, these strikes have put added pressure on employers to improve wages and working conditions. At the John Deere factories in Iowa, Kansas, and Illinois, 10,000 employees represented by the United Auto Workers (UAW) went on strike after rejecting a proposed contract that included wage increases below inflation levels and the elimination of pensions for new employees. Other strikes include 2,000 [healthcare](https://www.cbsnews.com/news/mercy-hospital-nurses-strike-labor-shortage-2021/) workers at Buffalo’s Mercy Hospital; 1,800 telecom workers at California’s Frontier Communications; and 1,400 production workers at several Kellogg’s cereal plants. Thousands of additional workers have authorized strike votes. Earlier this month, an overwhelming majority of workers in the International Alliance of Theatrical Stage Employees (IATSE), which represents over 60,000 people in the film and TV industry, [voted in favor](https://iatse.net/by-a-nearly-unanimous-margin-iatse-members-in-tv-and-film-production-vote-to-authorize-a-nationwide-strike/) of a strike. A few days later, [24,000](https://www.washingtonpost.com/business/2021/10/11/24000-kaiser-permanente-workers-authorize-strike-over-pay-working-conditions/) Kaiser Permanente healthcare workers in California and Oregon followed suit. Harvard’s graduate student union, with roughly 2,000 members, also authorized a strike with a 92 percent vote. “Workers are fed up working through the pandemic under the conditions they’ve been working in,” says Joe Burns, a former union president and [author of](https://www.akpress.org/strikebackupdated.html) “Strike Back: Using the Militant Tactics of Labor’s Past to Reignite Public Sector Unionism Today.” The strike wave “also reflects that there’s a tight labor market.” “We’ve noticed a considerable uptick in the month of October,

” says Johnnie Kallas, a PhD student at Cornell’s School of Industrial and Labor Relations (ILR) and Project Director for the ILR [Labor Action Tracker](https://striketracker.ilr.cornell.edu/about.html). The ILR has tracked 189 strikes this year. Of those, 42 are ongoing in October while 26 were initiated this month Kallas and his team have been collecting data on strikes and labor protests since late 2020; they officially launched the Labor Action Tracker on May Day of this year. “There’s a lack of adequate strike data across the United States, says Kallas. “We thought this was a really important gap to fill.” The Bureau of Labor Statistics (BLS), he explains, only keeps track of work stoppages involving 1,000 employees or more, and which last an entire shift. “As you can imagine, this leaves out the vast majority of labor activity,” Kallas says. Workers are demanding higher wages, adequate benefits like healthcare and pensions, improved safety and working conditions, especially concerning COVID-19, and reasonable working hours. The ILR Tracker has also been keeping tabs on “labor protests” —i.e., “collective action by a group of people as workers but without withdrawing their labor” —which aren’t recorded by BLS at all. The federal minimum wage has been stagnant at $7.25 an hour since 2009, even as inflation has increased by 28 percent since then. Meanwhile, over the past year consumers have seen a sharp increase in the cost of everyday goods such as bacon, gasoline, eggs, and toilet paper due to the pandemic. This means workers’ wages aren’t going nearly as far as they used to. For months, the media has been [reporting](https://www.reuters.com/business/no-end-sight-labor-shortages-us-companies-fight-high-costs-2021-10-26/) on a “labor shortage” that has purportedly left employers unable to fill jobs. Fast food restaurants have [posted signs](https://twitter.com/ABC15Patrick/status/1382415576006496264?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1382415576006496264%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=https%3A%2F%2Fwww.the-sun.com%2Fnews%2F2741287%2Fsonic-viral-sign-workers-dont-want-to-work%2F) that read: “We are short-staffed. Please be patient with the staff that did show up. No one wants to work anymore.” Small business owners and corporate CEOs alike have gone on cable news to complain about the hundreds of thousands of people who prefer to live on government assistance rather than find a job. But the truth, said Kallas, is that there’s [no shortage of labor](https://www.orlandoweekly.com/Blogs/archives/2021/10/20/a-florida-man-applied-for-60-entry-level-jobs-in-a-month-to-prove-the-so-called-labor-shortage-is-a-myth). Rather, employers can’t find people to work [for the wages they’re offering](https://www.orlandoweekly.com/Blogs/archives/2021/10/20/a-florida-man-applied-for-60-entry-level-jobs-in-a-month-to-prove-the-so-called-labor-shortage-is-a-myth). Saturation coverage of the labor shortage has come at the expense of amplifying the human cost of the government’s having cut unemployment benefits for 7.5 million workers on Labor Day, while an additional three million lost their weekly $300 pandemic unemployment assistance. Time magazine [called it](https://time.com/nextadvisor/in-the-news/unemployment-benefits-expire-in-september/) the “largest cutoff of unemployment benefits in history.” Just two weeks earlier, a [flurry](https://www.cnbc.com/2021/08/23/ending-unemployment-benefits-had-little-impact-on-jobs-study-says.html) of newly published [studies](https://www.nytimes.com/2021/08/20/business/economy/unemployment-benefits-economy-states.html) showed that states that chose to withdraw earlier from federal benefits did not succeed in pushing people back to work. Instead, they [hurt their own economies](https://www.businessinsider.com/cutting-off-unemployment-hurts-states-did-not-help-employment-research-2021-9) as households cut their spending to compensate for the lost benefits. In Wisconsin, instead of increasing benefits or raising the minimum wage, state legislators have decided to address the labor shortage by putting children to work. Last week, the state senate [approved a bill](https://www.businessinsider.com/labor-shortage-wisconsin-senate-jobs-work-teenagers-child-labor-hours-2021-10) that would allow 15 and 16-year-olds to work as late as 9 p.m. on school nights and 11 p.m. on days that aren’t followed by a school day. The only state legislator to speak out against the bill was Senator Bob Wirch, who [said that](https://wisconsinexaminer.com/2021/10/21/senate-votes-to-extend-work-hours-for-some-teens-under-16/) “kids should be doing their homework, being in school, instead of working more hours.” Despite these setbacks, the tight labor market has given workers considerable leverage. “Workers are more confident that they can strike and not be replaced,” says Burns. In places where non-union labor, or “scabs,” have been brought in to replace striking workers, there have been several incidents that underscore the importance of a union in creating a safe work environment. Jonah Furman, a labor activist who has been covering the John Deere strike closely, reported that poorly trained replacement workers brought in to a company facility were involved in a serious [tractor accident](https://labor411.org/411-blog/scab-crashes-tractor-on-day-1-of-john-deeres-replacement-of-striking-workers/) on the morning of their first day. A higher profile and more deadly incident occurred last week when the actor Alec Baldwin fatally shot cinematographer Halyna Hutchins with a prop gun that was supposed to contain only blank rounds. According to [several](https://www.insider.com/rust-camera-crew-walked-off-protest-hours-before-fatal-shooting-2021-10) [reports](https://www.motherjones.com/media/2021/10/rust-alec-baldwin-strike-labor-gun-iatse/) on the incident, the union camera crew quit their jobs and walked off the set earlier that day to protest abysmal safety standards—and were immediately replaced with inexperienced, non-union labor. “Corners were being cut — and they brought in nonunion people so they could continue shooting,” one crew member told the [LA Times](https://www.latimes.com/entertainment-arts/business/story/2021-10-22/alec-baldwin-rust-camera-crew-walked-off-set). Kallas says the incident “clearly demonstrates the importance of workplace safety and the significance of capturing both strikes and labor protests” when collecting data. “What’s becoming increasingly common are these walkouts and mass resignations,” he says. He mentioned a Burger King in Nebraska where the entire [staff walked out](https://globalnews.ca/news/8023338/burger-king-sign-quit-employees-lincoln-nebraska/#:~:text=Fed%2Dup%20Burger%20King%20staff,%E2%80%9CSorry%20for%20the%20inconvenience.%E2%80%9D) to protest poor working conditions that included a broken air conditioner in 90° F temperatures and staff shortages. They left a note on the door that said, “We all quit. Sorry for the inconvenience.” In another non-strike labor action, dozens of non-union school bus drivers in Charles County, Maryland [called in sick](https://www.wusa9.com/article/news/education/150-school-bus-routes-affected-friday-in-charles-county-after-rumoured-driver-sick-out-maryland/65-88bf184f-0cf1-4182-aa06-05e983188934) to protest their low wages and lack of benefits. Over 160 bus routes were affected by the action. Meanwhile, adjacent school districts that are critically short of bus drivers find themselves unable to attract new candidates because of the perceived risk associated with driving a bus crowded with children during the pandemic. In an [Opinion piece](https://www.theguardian.com/commentisfree/2021/oct/13/american-workers-general-strike-robert-reich) for The Guardian US, former Secretary of Labor Robert Reich suggested that the United States was in the grips of an unofficial general strike, with workers quitting their jobs “at the highest rate on record.” Why? Because they were “burned out,” fed up with “back-breaking or mind-numbing low-wage shit jobs.” The pandemic, asserted Reich, was “the last straw.” In July, an anonymous group [called for a](https://boldtv.com/cheyenner/2021/07/19/did-you-know-theres-going-to-be-a-general-strike-in-2021/) general strike on October 15, but the day came and went without much fanfare. “Traditionally, general strikes happen because workers actually want to go on strike, and not because someone declares it on Facebook or Twitter,” says Burns. Rosa Luxemburg, the German socialist and philosopher who rose to prominence at the beginning of the last century, believed general strikes were the tool to usher in social revolution after developing class consciousness through the patient building of worker organizations, such as unions. “That’s not happening today,” says Burns. The 24,000 striking workers today pale in comparison to the mass strikes of the early to mid-twentieth century, when workers shut down production by the hundreds of thousands. Some [4.6 million workers](http://www.rochesterlabor.org/strike/) went on strike in 1946, accounting for 10 percent of the workforce. Today things aren’t as simple. In August 1981, President Ronald Reagan fired over 11,000 air traffic controllers who went on strike after negotiations between the Federal Aviation Administration broke down. These workers were prohibited from ever working for the federal government again, creating a chilling effect among unions. Reagan’s action set the tone for labor relations for the next four decades, while his administration ushered in a new era of corporate dominance, known as neoliberalism. Today, corporations such as Amazon regularly [use threats](https://www.nytimes.com/2021/03/16/technology/amazon-unions-virginia.html), [intimidation tactics](https://nowthisnews.com/news/amazon-accused-of-intimidating-workers-after-warehouse-votes-to-not-unionize), and [surveillance](https://www.theguardian.com/commentisfree/2021/mar/02/mcdonalds-unions-workers-rights) against employees to prevent them from unionizing. “When workers engage in a true strike wave, politicians want to step in and regulate it and establish some procedures,” says Burns. The Taft-Hartley Act was passed one year after the [general strikes of 1946](https://www.encyclopedia.com/history/encyclopedias-almanacs-transcripts-and-maps/strike-wave-united-states), making wildcat strikes, secondary boycotts, and union donations to federal political campaigns illegal. The act also allowed states to pass right-to-work laws, severely limiting effective union organizing, and required union officers to sign affidavits pledging they were not communists. The Red Scare, initially sparked by the Russian Revolution of 1917, resulted in sustained attacks against organized labor, particularly the leftist Industrial Workers of the World, or “Wobblies.” By the end of the Second World War, with labor militancy intensifying and the power of the Soviet Union growing, the Red Scare had morphed into a reign of terror against an “internal enemy.” Reagan later used language from the Taft-Hartley Act that prohibited workers from striking against the government to declare the air traffic controllers’ strike illegal. Today, workers face serious legal barriers to organizing under a system of labor law that favors the employer. Over the years, these laws have restricted the scale with which strikes can be organized and the total number of workers who belong to unions. At the peak of organized labor in 1954, [34.8 percent of](https://www.pewresearch.org/fact-tank/2014/02/20/for-american-unions-membership-trails-far-behind-public-support/) American wage and salary workers belonged to a union; by 2020, that number was down [to](https://www.bls.gov/news.release/union2.nr0.htm#:~:text=The%20number%20of%20wage%20and,workers)%2C%20or%206.7%20percent.) 10.8 percent, a trend that has been closely linked to decreased wages over the last few decades. Against these grim numbers, legislation like the [Protecting the Right to Organize (PRO) Act](https://www.npr.org/2021/03/09/975259434/house-democrats-pass-bill-that-would-protect-worker-organizing-efforts) could make a huge difference to labor organizing. The PRO Act would allow workers to engage in secondary boycotts, restrict right-to-work laws, ban anti-union captive audience meetings and exact financial penalties against companies found to be in violation of the law. The bill is something President Joe Biden campaigned on during the 2020 presidential election and has pushed to include in his Build Back Better agenda. “I’m skeptical based on actual history that we’re gonna see a legislative fix to this problem,” says Burns. “**When workers are militant and engaged in activity, legislation will follow.** Not the other way around.” The strike wave we’re witnessing today speaks to a growing militancy against several decades of sustained corporate combat. It’s an uphill battle that no one union can win in isolation. With organized labor depleted and battle weary, the only path forward is to enlist other workers to fight by organizing new unions and activating those that already exist. Only by growing its numbers will labor enact the systemic change necessary to put working people on better footing. As labor activists have long proclaimed, “**there’s no such thing as an illegal strike, only an unsuccessful one.”**