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#### Interpretation: Topical affirmatives may only garner offense from the hypothetical implementation by governments that The appropriation of outer space by private entities is unjust

#### Resolved requires policy action

Louisiana State Legislature (<https://www.legis.la.gov/legis/Glossary.aspx>) Ngong

**Resolution**

**A legislative instrument** that generally is **used for** making declarations, **stating policies**, and making decisions where some other form is not required. A bill includes the constitutionally required enacting clause; a resolution **uses the term "resolved".** Not subject to a time limit for introduction nor to governor's veto. ( Const. Art. III, §17(B) and House Rules 8.11 , 13.1 , 6.8 , and 7.4 and Senate Rules 10.9, 13.5 and 15.1)

#### Appropriation

TIMOTHY JUSTIN TRAPP, JD Candidate @ UIUC Law, ’13, TAKING UP SPACE BY ANY OTHER MEANS: COMING TO TERMS WITH THE NONAPPROPRIATION ARTICLE OF THE OUTER SPACE TREATY UNIVERSITY OF ILLINOIS LAW REVIEW [Vol. 2013 No. 4]

The issues presented in relation to the nonappropriation article of the Outer Space Treaty should be clear.214 The ITU has, quite blatantly, created something akin to “property interests in outer space.”215 It allows nations to exclude others from their orbital slots, even when the nation is not currently using that slot.216 This is directly in line with at least one definition of outer-space appropriation.217 [\*\*Start Footnote 217\*\*Id. at 236 (“Appropriation of outer space, therefore, is ‘the exercise of exclusive control or exclusive use’ with a sense of permanence, which limits other nations’ access to it.”) (quoting Milton L. Smith, The Role of the ITU in the Development of Space Law, 17 ANNALS AIR & SPACE L. 157, 165 (1992)). \*\*End Footnote 217\*\*]The ITU even allows nations with unused slots to devise them to other entities, creating a market for the property rights set up by this regulation.218 In some aspects, this seems to effect exactly what those signatory nations of the Bogotá Declaration were trying to accomplish, albeit through different means.219

#### Topicality is key to limits and ground---redefining portions of the resolution permits endless reclarification AND creates incentives for avoidance---only aligning research with agent and mechanism solves.

#### Two impacts:

#### 1---Fairness---an unlimited, unpredictable topic disparately raises the research burden for the negative -- treat this is a sufficient win condition because fairness is the logical structure that undergirds all impacts AND controls any benefit to debate.

**Dascal and Knoll** ’**11** [Marcelo and Amnon; May 18th; former Professor of Philosophy at Tel Aviv University, B.A. in Philosophy from the University of Sao Paulo; former Professor of Philosophy at Tel Aviv University; Argumentation: Cognition and Community, "'Cognitive systemic dichotomization' in public argumentation and controversies," p. 20-25]

He opposes positions whose ‘exclusionist’ outlook rejects the normative approach to the political sphere on the grounds that “normative statements can never be subjected to a reasonable discussion” (ibid.: 2), because—he argues—the discussion of politics “is an area of vital interest to all of us and should clearly not be excluded from argumentative reasonableness” (ibid.: 3)—a view with which we are prone to agree. Nevertheless, he admits that in the present situation critical discussion is far from being systematically and successfully applied to that vital area: “In representative democracies, however, the out-comes of the political process tend to be predominantly the product of negotiations be-tween political leaders rather than the result of a universal and mutual process of deliberative disputation” (ibid.). Political debates, therefore, are ‘quasi-discussions’, i.e., “monologues calculated only to win the audience’s consent to one’s own views”, rather than ‘genuine discussions’, i.e., serious attempts to have an intellectual exchange, which is typical of critical discussions (ibid.). In order to overcome this situation, “democracy should always have promoted such a critical discussion of standpoints as a central aim. Only if this is the case can stimulating participation in political discourse enhance the quality of democracy" (ibid.). This can be achieved, however, only by following “the dialectical rules for argumentative discourse that make up a code of conduct for political discourse [and] are therefore of crucial importance to giving substance to the ideal of participatory democracy” (ibid.: 4); thereby fully acknowledging that “education in processing argumentation in a critical discussion is indispensable for a democratic society (van Eemeren 1995: 145-146).

The reasons provided for the failure of the adoption of the critical discussion model in reality ranges from a general allusion to human nature (“in real-life contexts, it has to be taken into account that human interaction is not always automatically 'naturally' and fully oriented toward the ideal of dialectical reasonableness "; van Eemeren 2010: 4) to specific political sphere argumentation handicaps (unwillingness of people “to subject their thinking to critical scrutiny”; “vested interest in particular outcome”; “inequality in power and resources; “different levels of critical skills”; and “a practical demand for an immediate settlement”; van Eemeren 2010: 4). Although these causes may have some explanatory value in some cases, in our opinion their modus operandi is not accounted for and, what is more important, they do not cover the full spectrum of challenges that the successful use of critical discussion in the public and political spheres must face, as we have seen (cf. sections 2 and 3).

No wonder that van Eemeren himself raises the question “whether maintaining the dialectical ideal of critical discussion in political and other real-life contexts is not utopian” (ibid.), to which he replies by admitting that "[t]he ideal of a critical discussion is by definition not a description of any kind of reality but sets a theoretical standard that can be used for heuristic, analytic and evaluative purpose” (ibid.). This ideal seems to be so inspiring that it remains valid as a pure theoretical ideal, “even if the argumentative discourse falls short of the dialectical ideal” (ibid.).

In the light of the substantial gap between the normative ideal and the actual practices of public and political argumentation that PD’s description and explanation provides, a number of doubts arise: Are there structural, rather than merely contingent obstacles in idealized critical discussion that prevents even its approximate use in the public sphere? Can a theory that claims to be a praxis based normative system fulfill its promise if it sets up a threshold that no one who tries to apply it to the public sphere can reach? Doesn’t the very fact that argumentation is excessively idealized in the model PD proposes cause the gap by distancing people concerned by public issues from argumentation at all? All these doubts suggest that a powerful structural phenomenon like the existence of CSDs in the public sphere is perhaps overlooked by PD and requires, for its overcoming, a radically different approach.

4.2 Discrepancies between the PD approach and reasonable argumentation in the public sphere

The discrepancies in question have to do with basic parameters relevant to every argumentative process, namely:

(A) The discussants’ goals and targets: what do they expect to achieve through the argumentation process and what is it capable of providing.

(B) The preconditions for initiating a critical discussion: what are the discussants presumed to know and accept of these preconditions.

(C) The argumentative process that is supposed to lead to the achievement of the discussants’ goals.

(D) The influence of context and agents on the argumentative process.

4.2.1 Goals

Assuming that argumentation is a voluntary endeavor, the parties are presumed to engage in it if and only if: (i) the process will serve their goals; (ii) these goals cannot be achieved by different, better means.

PD describes as follows the aim of engaging in an argumentative process:

Argumentation is basically aimed at resolving a difference of opinion about the acceptability of a standpoint by making an appeal to the other party's reasonableness. (van Eemeren 2010: 1, with reference to van Eemeren & Grootendorst 2004: 11-18)

The difference of opinion is resolved when the antagonist accepts the protagonist's viewpoint on the basis of the arguments advanced or when the protagonist abandons his viewpoint as a result of the critical responses of the antagonist. (van Eemeren 2010: 33)

Simply put, the basic assumption is that a critical discussion’s aim consists in putting forth a certain position by one of the parties for the critical examination of the other, who calls it into question. The latter undertakes to refute the former’s position, while its proponent is committed to defend it. Four stages (see below) are supposed to ensure a valid performance of the refutation and defense tasks. The essential point is that at the end of the four stages the parties clearly agree whether the proponent’s position has been refuted or not and, accordingly, change their position (either retracting it or withdrawing from his questioning). In ‘mixed’ disagreements, in which the antagonist not only questions but also puts forth an opposed position, the same process takes place sequentially, i.e., at first one side (A) attacks trying to refute the other’s (B) position, and after this stage is concluded, they switch roles and the second side (B) proceeds to attack the first (A) in the same fashion.

Regardless of whether the described process is indeed capable to yield a conclusive decision about the refutation of a position, and of whether the linearity of the refutation process makes sense, it is obvious that debates in the public sphere are for the most part ‘mixed’. Furthermore, in so far as these debates involve dichotomous positions (rather than just opposed ones), it is necessary that at the end of the PD process one of the parties accept the position of the other.

It is also worth noticing that, contrary to deliberative democracy approaches, which in some cases approve the attempt to reach agreement in a (public) debate as a form of justification of political systems, PD claims that it is not a consensus theory at all. Instead, it conceives itself as a theory based on Popper’s critical rationality, i.e., as having as its principal goal to provide each party with the means—i.e., refutation attempts—to test critically its position:

[T]he conception of reasonableness upheld in pragma-dialectics insights from critical rationalist epistemology and utilitarian ethics conjoin … The intersubjective acceptability we attribute to the procedure, which is eventually expected to lend conventional validity to the procedure, is primarily based on its instrumentality in doing the job it is intended to do: re-solving a difference of opinion. … This means that, philosophically speaking, the rationale for accepting the pragma-dialectical procedure is pragmatic—more precisely, utilitarian [italics in quoted text]. … However, based on Popper's falsification idea, this is a ‘negative’ and not ‘positive’, utilitarianism. … Rather than maximization of agreement, minimization of disagreement is to be aimed for. (van Eemeren 2010: 34)

The distinction between maximization of agreement and minimization of disagreement purports to stress that PD doesn’t view agreement as the suitable end of the process, but just as “an intermediate step on the way to new, and more advanced, disagreements” (van Eemeren 2010: 26n). Nevertheless, no explanation is given of how these “more advanced disagreements” are engendered as a part of the dynamics of the critical process, nor what is the role or value of such disagreements in the public sphere or elsewhere. This may be due to the fact that PD’s ‘critical discussion’ is not tuned to the generation of new positions or ideas but only to the testing of extant ones, thus echoing once again Popper, now in his focus on the justification rather than on the discovery of theories (see sections 4.2.4 and 5).

In any case, it is quite clear that the only practical result of the critical discussion à la PD of opposed positions on a public issue is to determine whether one discussant succeeded in refuting the other’s position, thus obtaining the adversary’s agreement, who will then share his/her position, at least for some time. In this respect, PD’s critical discussion is close to Habermas’s ‘reasonable argumentation’, whose aim is to reach consensus.15 In spite of the apparent difference between a critical examination of a position aiming at its refutation or at its acceptance, even van Eemeren admits, to some extent, their similarity. He points out that “the pragma-dialectical procedure deals only with ‘first order’ conditions for resolving differences of opinion on the merits by means of critical discussion” (van Eemeren 2010: 34), and stresses that there are ‘higher order’ conditions, ‘internal’ and ‘external’, that are “beyond the agent’s control”, conditions that are similar to Habermas’s “ideal speech conditions” (van Eemeren 2010: 35n). Anyhow, whether according to PD the main goal of the critical discussion process in the public alliance is to create the opportunity for refutation or for agreement (meaning that one of the discussants acknowledges that his position is wrong), the essential assumption of this process is that the participants in it in the public sphere (or elsewhere) must be aware that one of them holds a wrong position and will have to explicitly acknowledge this.

Is such a goal, especially when conceived as the ultimate aim of the proposed argumentative process, feasible and acceptable in the public sphere?

In our opinion, there are at least four reasons for arguing that it is a utopian, hence unacceptable goal, if one takes seriously what should be expected from argumentative practice and theory in the public sphere. First, because PD deserves a critique similar to the one leveled against the Popperian version of critical rationalism it espouses,16 which defends a theory of knowledge “without a knowing subject” (Popper 1972); obviously, such a-contextual position becomes even more problematic if applied to the public and political spheres, where it must operate in a context essentially involved with practical rationality. Second, due to its analogy with theories such as Habermas’s that were discussed in this section as well as in 2.2—an analogy that deserves additional criticism because, unlike Habermasianism, PD overlooks the relationship between the political and public context and argumentative practice. Third, because of PD’s total overlooking of the role of CSDs in public argumentation (cf. 4.2.2). And fourth, due to unilateral value judgments of positions in the public sphere, which lead to simplistic criteria of refutation or acceptance in a domain where complexity is the rule (cf. 2.1.1 and 4.2.3).

(ii) Let us admit, for the sake of argument, that the refutation goal as claimed by PD is central, feasible, acceptable, and useful in public argumentation. Aren’t there better ways to achieve this goal?

The refutation and defense moves stipulated by the PD critical discussion model include, on the one side, the antagonist’s critical remarks or demands and on the other, the proponent’s replies. We believe that it must be assumed that neither the critique nor the replies are previously known to the contenders, which is why they have an interest in engage in the argumentation process: presumably, the expression of both, counter-arguments and defensive-arguments, is good to both sides. In spite of its usefulness in certain situations, this kind of exchange does not amount to the full manifestation of the dialectical critical process, wherein the context and co-text of the dialectical exchange, as well as the cognitive interaction that takes place and evolves throughout the exchange, play a decisive role in the design and ‘inner’ justification of each of the participants’ moves. Argumentation strategies that take into account these resources and make full use of their potential are no doubt setting up another, broader span of goals for the argumentative process, and are more likely to achieve these goals more effectively than they certainly would achieve their PD more limited counterparts (cf. 4.2.4 and 5).

4.2.2 Preconditions

The ideal PD critical discussion can only be realized if some preconditions are satisfied. The most important ones are a) a clear-cut identification of the standpoint that provokes the disagreement, b) the decision of the parties to engage in a discussion, and c) the participants’ commitment to obey the procedural rules. As we shall see, these preconditions share a common assumption, which calls into question the feasibility of using critical discussion in the public sphere.

(A) This precondition assumes that it is possible to isolate rigorously the subject matter of a critical discussion, so as to conduct a focused discussion that makes use only of relevant arguments. This precondition is quite strict, for whenever both discussants defend contrary standpoints, their disagreement should be treated as two separate fully fledged discussions: “… if another discussion begins, it must go through the same stages again—from confrontation stage to concluding stage” (van Eemeren 2010: 10n).

(B) This precondition subordinates the decision to engage in the discussion to the evaluation that the discussants share enough common ground to pursue it adequately: “After the parties have decided that there is enough common ground to conduct a discussion …” (van Eemeren 2010: 33).

(C) This precondition stresses the ‘contractual’ character of a critical discussion, which requires explicit mutual commitments by the discussants. Its rationale is that without such commitments the aim of the critical discussion, i.e., the resolution of the difference of opinions, will not be achieved, which makes engaging in the discussion pointless: “There is no point in venturing to resolve a difference … if there is no mutual commitment to a common starting point, which may include procedural commitments as well as substantive agreement” (van Eemeren and Grootendorst 2004: 60).

These ‘first order’ preconditions, as they are labeled in PD (cf. van Eemeren 2010: 33), are the conditions that candidates to participate in a critical discussion must fulfill if they intend to do so and can afford it personally (a ‘second order’ condition) and politically (a ‘third order’ condition).17 In addition, the first order conditions demand from the prospective discussants a clear, distinct, and detailed picture of the scope of the discussion that they are about to engage in. This means not mixing up the various differences of opinion that the discussion may involve, and being able to separate them properly as the subject matter for independent discussions; a further requirement is the anticipated identification of the pieces of the ‘substantive agreement’ forming the starting point in order to ensure that they are sufficient for conducting the discussion up to a satisfactory closure.

#### 2---Clash---forfeiting government action sanctions retreat from controversy and forces the negative to concede solvency before winning a link -- clash is the necessary condition for distinguishing debate from discussion, but negation exists on a sliding scale -- that jumpstarts the process of critical thinking, reflexivity, and argument refinement.

#### \*\*3---Movement Lawyering Skills – contingent, focused debates around locus points of difference are key to develop activists skills for political justice.

Archer 18, Deborah N. "Political Lawyering for the 21st Century." Denv. L. Rev. 96 (2018): 399. (Associate Professor of Clinical Law at NYU School of Law)//Elmer

Political justice lawyers must be able to break apart a systemic problem into manageable components. The complexity of social problems, can cause law students, and even experienced political lawyers, to become overwhelmed. In describing his work challenging United States military and economic interventions abroad, civil rights advocate and law professor Jules Lobel wrote of this process: “Our foreign-policy litigation became a sort of Sisyphean quest as we maneuvered through a hazy maze cluttered with gates. Each gate we unlocked led to yet another that blocked our path, with the elusive goal of judicial relief always shrouded in the twilight mist of the never-ending maze.”144 Pulling apart a larger, systemic problem into its smaller components can help elucidate options for advocacy. An instructive example is the use of excessive force by police officers against people of color. Every week seems to bring a new video featuring graphic police violence against Black men and women. Law students are frequently outraged by these incidents. But the sheer frequency of these videos and lack of repercussions for perpetrators overwhelm those students just as often. What can be done about a problem so big and so pervasive? To move toward justice, advocates must be able to break apart the forces that came together to lead to that moment: intentional discrimination, implicit bias, ineffective training, racial segregation, lack of economic opportunity, the over-policing of minority communities, and the failure to invest in non-criminal justice interventions that adequately respond to homelessness, mental illness, and drug addiction. None of these component problems are easily addressed, but breaking them apart is more manageable—and more realistic—than acting as though there is a single lever that will solve the problem. After identifying the component problems, advocates can select one and repeat the process of breaking down that problem until they get to a point of entry for their advocacy. 2. Identifying Advocacy Alternatives As discussed earlier, political justice lawyering embraces litigation, community organizing, interdisciplinary collaboration, legislative reform, public education, direct action, and other forms of advocacy to achieve social change. After parsing the underlying issues, lawyers need to identify what a lawyer can and should do on behalf of impacted communities and individuals, and this includes determining the most effective advocacy approach. Advocates must also strategize about what can be achieved in the short term versus the long term. The fight for justice is a marathon, not a sprint. Many law students experience frustration with advocacy because they expect immediate justice now. They have read the opinion in Brown v. Board of Education, but forget that the decision was the result of a decades-long advocacy strategy.145 Indeed, the decision itself was no magic wand, as the country continues to work to give full effect to the decision 70 years hence. Advocates cannot only fight for change they will see in their lifetime, they must also fight for the future.146 Change did not happen over night in Brown and lasting change cannot happen over night today. Small victories can be building blocks for systemic reform, and advocates must learn to see the benefit of short-term responsiveness as a component of long-term advocacy. Many lawyers subscribe to the American culture of success, with its uncompromising focus on immediate accomplishments and victories.147 However, those interested in social justice must adjust their expectations. Many pivotal civil rights victories were made possible by the seemingly hopeless cases that were brought, and lost, before them.148 In the fight for justice, “success inheres in the creation of a tradition, of a commitment to struggle, of a narrative of resistance that can inspire others similarly to resist.”149 Again, Professor Lobel’s words are instructive: “the current commitment of civil rights groups, women’s groups, and gay and lesbian groups to a legal discourse to legal activism to protect their rights stems in part from the willingness of activists in political and social movements in the nineteenth century to fight for rights, even when they realized the courts would be unsympathetic.”150 Professor Lobel also wrote about Helmuth James Von Moltke, who served as legal advisor to the German Armed Services until he was executed in 1945 by Nazis: “In battle after losing legal battle to protect the rights of Poles, to save Jews, and to oppose German troops’ war crimes, he made it clear that he struggled not just to win in the moment but to build a future.”151 3. Creating a Hierarchy of Values Advocates challenging complex social justice problems can find it difficult to identify the correct solution when one of their social justice values is in conflict with another. A simple example: a social justice lawyer’s demands for swift justice for the victim of police brutality may conflict with the lawyer’s belief in the officer’s fundamental right to due process and a fair trial. While social justice lawyers regularly face these dilemmas, law students are not often forced to struggle through them to resolution in real world scenarios—to make difficult decisions and manage the fallout from the choices they make in resolving the conflict. Engaging in complex cases can force students to work through conflicts, helping them to articulate and sharpen their beliefs and goals, forcing them to clearly define what justice means broadly and in the specific context presented. Lawyers advocating in the tradition of political lawyering anticipate the inevitable conflict between rights, and must seek to resolve these conflicts through a “hierarchy of values.”152 Moreover, in creating the hierarchy, the perspectives of those directly impacted and marginalized should be elevated “because it is in listening to and standing with the victims of injustice that the need for critical thinking and action become clear.”153 One articulation of a hierarchy of values asserts “people must be valued more than property. Human rights must be valued more than property rights. Minimum standards of living must be valued more than the privileged liberty of accumulated political, social and economic power. Finally, the goal of increasing the political, social, and economic power of those who are left out of the current arrangements must be valued more than the preservation of the existing order that created and maintains unjust privilege.”154 C. Rethinking the Role of the Clinical Law Professor: Moving From Expert to Colleague Law students can learn a new dimension of lawyering by watching their clinical law professor work through innovative social justice challenges alongside them, as colleagues. This is an opportunity not often presented in work on small cases where the clinical professor is so deeply steeped in the doctrine and process, the case is largely routine to her and she can predict what is to come and adjust supervision strategies accordingly.155 However, when engaged in political lawyering on complex and novel legal issues, both the student and the teacher may be on new ground that transforms the nature of the student-teacher relationship. A colleague often speaks about acknowledging the persona professors take on when they teach and how that persona embodies who they want to be in the classroom—essentially, whenever law professors teach they establish a character. The persona that a clinical professor adopts can have a profound effect on the students, because the character is the means by which the teacher subtly models for the student—without necessarily ever saying so— the professional the teacher holds herself to be and the student may yet become. In working on complex matters where the advocacy strategy is unclear, the clinical professor makes himself vulnerable by inviting students to witness his struggles as they work together to develop the most effective strategy. By making clear that he does not have all of the answers, partnering with his students to discover the answers, and sharing his own missteps along the way, a clinical law professor can reclaim opportunities to model how an experienced attorney acquires new knowledge and takes on new challenges that may be lost in smaller case representation.156 Clinical law faculty who wholeheartedly subscribe to the belief that professors fail to optimize student learning if students do not have primary control of a matter from beginning to end may view a decision to work in true partnership with students on a matter as a failure of clinical legal education. Indeed, this partnership model will inevitably impact student autonomy and ownership of the case.157 But, there is a unique value to a professor working with her student as a colleague and partner to navigate subject matter new to both student and professor.158 In this relationship, the professor can model how to exercise judgment and how to learn from practice: to independently learn new areas of law; to consult with outside colleagues, experts in the field, and community members without divulging confidential information; and to advise a client in the midst of ones own learning process.159 III. A Pedagogical Course Correction “If it offends your sense of justice, there’s a cause of action.” - Florence Roisman, Professor, Indiana University School of Law160 In response to the shifts in my students’ perspectives on racism and systemic discrimination, their reluctance to tackle systemic problems, their conditioned belief that strategic litigation should be a tool of last resort, and my own discomfort with reliance on small cases in my clinical teaching, I took a step back in my own practice. How could I better teach my students to be champions for justice even when they are overwhelmed by society’s injustice; to challenge the complex and systemic discrimination strangling minority communities, and to approach their work in the tradition of political lawyering. I reflected not only on my teaching, but also on my experiences as a civil rights litigator, to focus on what has helped me to continue doing the work despite the frustrations and difficulties. I realized I was spending too much time teaching my students foundational lawyering skills, and too little time focused on the broader array of skills I knew to be critical in the fight for racial justice. We regularly discussed systemic racism during my clinic seminars in order to place the students’ work on behalf of their clients within a larger context. But by relying on carefully curated small cases I was inadvertently desensitizing my students to a lawyer’s responsibility to challenge these systemic problems, and sending the message that the law operates independently from this background and context. I have an obligation to move beyond teaching my students to be “good soldiers for the status quo” to ensuring that the next generation is truly prepared to fight for justice.161 And, if my teaching methods are encouraging the reproduction of the status quo it is my obligation to develop new interventions.162 Jane Aiken’s work on “justice readiness” is instructive on this point. To graduate lawyers who better understand their role in advancing justice, Jane Aiken believes clinics should move beyond providing opportunities for students to have a social justice experience to promoting a desire and ability to do justice.163 She suggests creating disorienting moments by selecting cases where students have no outside authority on which to rely, requiring that they draw from their own knowledge base and values to develop a legal theory.164 Disorienting moments give students: experiences that surprise them because they did not expect to experience what they experienced. This can be as simple as learning that the maximum monthly welfare benefit for a family of four is about $350. Or they can read a [ ] Supreme Court case that upheld Charles Carlisle’s conviction because a wyer missed a deadline by one day even though the district court found there was insufficient evidence to prove his guilt. These facts are often disorienting. They require the student to step back and examine why they thought that the benefit amount would be so much more, or that innocence would always result in release. That is an amazing teaching moment. It is at this moment that we can ask students to examine their own privilege, how it has made them assume that the world operated differently, allowing them to be oblivious to the indignities and injustices that occur every day.165 Giving students an opportunity to “face the fact that they cannot rely on ‘the way things are’ and meet the needs of their clients” is a powerful approach to teaching and engaging students.166 But, complex problems call for larger and more sustained disorienting moments. Working with students on impact advocacy in the model of political lawyering provides a range of opportunities to immerse students in disorienting moments. A. Immersing Students in “Disorienting Moments”: Race, Poverty, and Pregnancy Today, I try to immerse my students in disorienting moments to make them justice ready and move them in the direction of political lawyering. My clinic docket has always included a small number of impact litigation matters. However, in the past these cases were carefully screened to ensure that they involved discrete legal issues and client groups. In addition, our representation always began after our outside co-counsel had already conducted an initial factual investigation, identified the core legal issues, and developed an overall advocacy strategy, freeing my students from these responsibilities. Now, my clinic takes on impact matters at earlier stages where the strategies are less clear and the legal questions are multifaceted and ill- defined. This mirrors the experiences of practicing social justice lawyers, who faced with an injustice, must discover the facts, identify the legal claims, develop strategy, cultivate allies, and ultimately determine what can be done—with the knowledge that “nothing” is not an option. This approach provides students with the space to wrestle with larger, systemic issues in a structured and supportive educational environment, taking on cases that seem difficult to resolve and working to bring some justice to that situation. They are also gaining experience in many of the fundamentals of political lawyering advocacy. Recently, my students began work on a new case. Several public and private hospitals in low-income New York City neighborhoods are drug testing pregnant women or new mothers without their knowledge or informed consent. This practice reflects a disturbing convergence between racial and economic disparities, and can have a profound impact on the lives of the poor women of color being tested at precisely the time when they are most in need of support. We began our work when a community organization reached out to the clinic and spoke to us about complaints that hospitals around New York City were regularly testing pregnant women—almost exclusively women of color—for drug use during prenatal check ups, during the chaos and stress of labor and delivery, or during post-delivery. The hospitals report positive test results to the City’s Administration for Children’s Services (“ACS”), which is responsible for protecting children from abuse and neglect, for further action.167 Most of the positive tests are for marijuana use. After a report is made, ACS commences an investigation to determine whether child abuse or neglect has taken place, and these investigations trigger inquiries into every aspect of a family’s life. They can lead to the institution of child neglect proceedings, and potentially to the temporary or permanent removal of children from the household. Even where that extreme result is avoided, an ACS investigation can open the door to the City’s continued, and potentially unwelcome, involvement in the lives of these families. These policies reflect deeply inequitable practices. Investigating a family after a positive drug test is not necessarily a bad thing. After all, ACS offers a number of supportive services that can help stabilize and strengthen vulnerable families. And of course, where children’s safety is at risk, removal may sometimes be the appropriate result. However, hospitals do not conduct regular drug tests of mothers in all New York City communities. Private hospitals in wealthy areas rarely test pregnant women or new mothers for drug misuse. In contrast, at hospitals serving poor women, drug testing is routine. Race and class should not determine whether such testing, and the consequences that result, take place. Investigating the New York City drug-testing program immersed the students in disorienting moments at every stage of their work. During our conversations, the students regularly expressed surprise and discomfort with the hospitals’ practices. They were disturbed that public hospitals— institutions on which poor women and women of color rely for something as essential as health care—would use these women’s pregnancy as a point of entry to control their lives.168 They struggled to explain how the simple act of seeking medical care from a hospital serving predominantly poor communities could deprive patients of the respect, privacy, and legal protections enjoyed by pregnant women in other parts of the City. And, they were shocked by the way institutions conditioned poor women to unquestioningly submit to authority.169 Many of the women did not know that they were drug tested until the hospital told them about the positive result and referred them to ACS. Still, these women were not surprised: that kind of disregard, marginalization, and lack of consent were a regular aspect of their lives as poor women of color. These women were more concerned about not upsetting ACS than they were about the drug testing. That so many of these women could be resigned to such a gross violation of their rights was entirely foreign to most of my students. B. Advocacy in the Face of Systemic Injustice Although the students are still in the early stages of their work, they have already engaged in many aspects of political justice lawyering. They approached their advocacy focused on the essence of political lawyering— enabling poor, pregnant women of color who enjoy little power or respect to claim and enjoy their rights, and altering the allocation of power from government agencies and institutions back into the hands of these women. They questioned whose interests these policies and practices were designed to serve, and have grounded their work in a vision of an alternative societal construct in which their clients and the community are respected and supported. The clinic students were given an opportunity to learn about social, legal, and administrative systems as they simultaneously explored opportunities to change those systems. The students worked to identify the short and long term goals of the impacted women as well the goals of the larger community, and to think strategically about the means best suited to accomplish these goals. And, importantly, while collaborating with partners from the community and legal advocacy organizations, the students always tried to keep these women centered in their advocacy. In breaking down the problem of drug testing poor women of color, the students worked through an issue that lives at the intersection of reproductive freedom, family law, racial justice, economic inequality, access to health care, and the war on drugs. In their factual investigation, which included interviews of impacted women, advocates, and hospital personnel, and the review of records obtained through Freedom of Information Law requests, the students began to break down this complex problem. They explored the disparate treatment of poor women and women of color by health care providers and government entities, implicit and explicit bias in healthcare, the disproportionate referral of women of color to ACS, the challenges of providing medical services to underserved communities, the meaning of informed consent, the diminished rights of people who rely on public services, and the criminalization of poverty. The students found that list almost as overwhelming as the initial problem itself, but identifying the components allowed the students to dig deeper and focus on possible avenues of challenge and advocacy. It was also critically important to make the invisible forces visible, even if the law currently does not provide a remedy. Working on this case also gave the students and me the opportunity to work through more nuanced applications of some of the lawyering concepts that were introduced in their smaller cases, including client-centered lawyering when working on behalf of the community; large-scale fact investigation; transferring their “social justice knowledge” to different contexts; crafting legal and factual narratives that are not only true to the communities’ experience, but can persuade and influence others; and how to develop an integrated advocacy plan. The students frequently asked whether we should even pursue the matter, questioning whether this work was client- centered when it was no longer the most pressing concern for many of the women we met. These doubts opened the door to many rich discussions: can we achieve meaningful social change if we only address immediate crises; can we progress on larger social justice issues without challenging their root causes; how do we recognize and address assumptions advocates may have about what is best for a client; and how can we keep past, present, and future victims centered in our advocacy? The work on the case also forced the clinic students to work through their own understanding of a hierarchy of values. They struggled with their desire to support these community hospitals and the public servants who work there under difficult circumstances on the one hand, and their desire to protect women, potentially through litigation, from discriminatory practices. They also struggled to reconcile their belief that hospitals should take all reasonable steps to protect the health and safety of children, as well as their emotional reaction to pregnant mothers putting their unborn children in harms way by using illegal drugs against the privacy rights of poor and marginalized women. They were forced to pause and think deeply about what justice would look like for those mothers, children, and communities. CONCLUSION America continues to grapple with systemic injustice. Political justice lawyering offers powerful strategies to advance the cause of justice—through integrated advocacy comprising the full array of tools available to social justice advocates, including strategic systemic reform litigation. It is the job of legal education to prepare law students to become effective lawyers. For those aspiring to social justice that should include training students to utilize the tools of political justice lawyers. Clinical legal offers a tremendous opportunity to teach the next generation of racial and social justice advocates how to advance equality in the face of structural inequality, if only it will embrace the full array of available tools to do so. In doing so, clinical legal education will not only prepare lawyers to enact social change, they can inspire lawyers overwhelmed by the challenges of change. In order to provide transformative learning experiences, clinical education must supplement traditional pedagogical tools and should consider political lawyering’s potential to empower law students and communities.

#### TVA---States ought to ban appropriation of outer space by private actors – they can read advs about why space col, expansion, or mining is anti-capitalist.

Switch side debate solves all of their offense—there’s no specific reason why their arguments have to be read on the aff—that solves predictability and accesses their education impact turns because plans on the aff and Ks on the neg can challenge perspectives, stances, representations, and epistemologies

# Case

## FW

#### The role of the ballot is to vote for the better debater. Anything else is self serving, arbitrary, and forces the judge to make decisions as a referendum on identity or personal behavior which is a moral hazard.

Net benefit is procedural fairness. The 1NC/1AC is a defense of epistemology and representations – weighing consequences is vital to fair and predictable engagement. They can criticize an infinite number of assumptions, which makes the resolution a necessary stasis. We both agree it’s good – they’d be mad if we didn’t give a 2NR and won. And prior – only impact the ballot resolves, and it underlies evaluation of the flow.

#### The ballot doesn’t do anything to improve subjectivity – nobody came out of debates thinking “wow I lost to cap ig that means cap is bad then.”

#### McLaren is pwr tagged

## Framing

#### Risk is magnitude times probability—balances their framing with ours — probability first falls prey to psychological biases and leads to mass death.

Clarke ‘8 [Lee, member of a National Academy of Science committee that considered decision-making models, Anschutz Distinguished Scholar at Princeton University, Fellow of AAAS, Professor Sociology (Rutgers), Ph.D. (SUNY), “Possibilistic Thinking: A New Conceptual Tool for Thinking about Extreme Events,” Fall, Social Research 75.3, JSTOR]

In scholarly work, the subfield of disasters is often seen as narrow. One reason for this is that a lot of scholarship on disasters is practically oriented, for obvious reasons, and the social sciences have a deep-seated suspicion of practical work. This is especially true in sociology. Tierney (2007b) has treated this topic at length, so there is no reason to repeat the point here. There is another, somewhat unappreciated reason that work on disaster is seen as narrow, a reason that holds some irony for the main thrust of my argument here: disasters are unusual and the social sciences are generally biased toward phenomena that are frequent. Methods textbooks caution against using case stud- ies as representative of anything, and articles in mainstreams journals that are not based on probability samples must issue similar obligatory caveats. The premise, itself narrow, is that the only way to be certain that we know something about the social world, and the only way to control for subjective influences in data acquisition, is to follow the tenets of probabilistic sampling. This view is a correlate of the central way of defining rational action and rational policy in academic work of all varieties and also in much practical work, which is to say in terms of probabilities. The irony is that probabilistic thinking has its own biases, which, if unacknowledged and uncorrected for, lead to a conceptual neglect of extreme events. This leaves us, as scholars, paying attention to disasters only when they happen and doing that makes the accumulation of good ideas about disaster vulnerable to issue-attention cycles (Birkland, 2007). These conceptual blinders lead to a neglect of disasters as "strategic research sites" (Merton, 1987), which results in learning less about disaster than we could and in missing opportunities to use disaster to learn about society (cf. Sorokin, 1942). We need new conceptual tools because of an upward trend in frequency and severity of disaster since 1970 (Perrow, 2007), and because of a growing intellectual attention to the idea of worst cases (Clarke, 2006b; Clarke, in press). For instance, the chief scientist in charge of studying earthquakes for the US Geological Service, Lucile Jones, has worked on the combination of events that could happen in California that would constitute a "give up scenario": a very long-shaking earthquake in southern California just when the Santa Anna winds are making everything dry and likely to burn. In such conditions, meaningful response to the fires would be impossible and recovery would take an extraordinarily long time. There are other similar pockets of scholarly interest in extreme events, some spurred by September 11 and many catalyzed by Katrina. The consequences of disasters are also becoming more severe, both in terms of lives lost and property damaged. People and their places are becoming more vulnerable. The most important reason that vulnerabilities are increasing is population concentration (Clarke, 2006b). This is a general phenomenon and includes, for example, flying in jumbo jets, working in tall buildings, and attending events in large capacity sports arenas. Considering disasters whose origin is a natural hazard, the specific cause of increased vulnerability is that people are moving to where hazards originate, and most especially to where the water is. In some places, this makes them vulnerable to hurricanes that can create devastating storm surges; in others it makes them vulnerable to earthquakes that can create tsunamis. In any case, the general problem is that people concentrate themselves in dangerous places, so when the hazard comes disasters are intensified. More than one-half of Florida's population lives within 20 miles of the sea. Additionally, Florida's population grows every year, along with increasing development along the coasts. The risk of exposure to a devastating hurricane is obviously high in Florida. No one should be surprised if during the next hurricane season Florida becomes the scene of great tragedy. The demographic pressures and attendant development are wide- spread.

#### Extinction first---ethical obligation to future generations and forecloses massive potential value.

GPP 17 – [(Global Priorities Project, Future of Humanity Institute at the University of Oxford, Ministry for Foreign Affairs of Finland) "Existential Risk: Diplomacy and Governance," 2017, Global Priorities Project, <https://www.fhi.ox.ac.uk/wp-content/uploads/Existential-Risks-2017-01-23.pdf>] TDI

In his book Reasons and Persons, Oxford philosopher Derek Parfit advanced an influential argument about the importance of avoiding extinction:

I believe that if we destroy mankind, as we now can, this outcome will be much worse than most people think. Compare three outcomes:

(1) Peace.

(2) A nuclear war that kills 99% of the world’s existing population.

(3) A nuclear war that kills 100%.

(2) would be worse than (1), and (3) would be worse than (2). Which is the greater of these two differences? Most people believe that the greater difference is between (1) and (2). I believe that the difference between (2) and (3) is very much greater. ... The Earth will remain habitable for at least another billion years. Civilization began only a few thousand years ago. If we do not destroy mankind, these few thousand years may be only a tiny fraction of the whole of civilized human history. The difference between (2) and (3) may thus be the difference between this tiny fraction and all of the rest of this history. If we compare this possible history to a day, what has occurred so far is only a fraction of a second.65

In this argument, it seems that Parfit is assuming that the survivors of a nuclear war that kills 99% of the population would eventually be able to recover civilisation without long-term effect. As we have seen, this may not be a safe assumption – but for the purposes of this thought experiment, the point stands. What makes existential catastrophes especially bad is that they would “destroy the future,” as another Oxford philosopher, Nick Bostrom, puts it.66 This future could potentially be extremely long and full of flourishing, and would therefore have extremely large value. In standard risk analysis, when working out how to respond to risk, we work out the expected value of risk reduction, by weighing the probability that an action will prevent an adverse event against the severity of the event. Because the value of preventing existential catastrophe is so vast, even a tiny probability of prevention has huge expected value.67

Of course, there is persisting reasonable disagreement about ethics and there are a number of ways one might resist this conclusion.68 Therefore, it would be unjustified to be overconfident in Parfit and Bostrom’s argument.

In some areas, government policy does give significant weight to future generations. For example, in assessing the risks of nuclear waste storage, governments have considered timeframes of thousands, hundreds of thousands, and even a million years.69 Justifications for this policy usually appeal to principles of intergenerational equity according to which future generations ought to get as much protection as current generations.70 Similarly, widely accepted norms of sustainable development require development that meets the needs of the current generation without compromising the ability of future generations to meet their own needs.71

However, when it comes to existential risk, it would seem that we fail to live up to principles of intergenerational equity. Existential catastrophe would not only give future generations less than the current generations; it would give them nothing. Indeed, reducing existential risk plausibly has a quite low cost for us in comparison with the huge expected value it has for future generations. In spite of this, relatively little is done to reduce existential risk. Unless we give up on norms of intergenerational equity, they give us a strong case for significantly increasing our efforts to reduce existential risks.

## Cap Good

#### Capitalism is sustainable:

#### 1] Tech Innovation drives dematerialization that makes Cap Sustainable

McAfee 19, Andrew. More from Less: The Surprising Story of How We Learned to Prosper Using Fewer Resources—and What Happens Next. Scribner, 2019. Props to DML for this card :). (cofounder and codirector of the MIT Initiative on the Digital Economy at the MIT Sloan School of Management, former professor at Harvard Business School)//Elmer

The decreases in resource use, pollution, and other exploitations of the earth cataloged in the preceding chapters are great news. But are they going to last? It could be that we're just living in a pleasant interlude between the Industrial Era and another rapacious period during which we massively increase our footprint on our planet and eventually cause a giant Malthusian crash. It could be, but I don't think so. Instead, I think we're going to take better care of our planet from now on. I'm confident that the Second Machine Age will mark the time in our history when we started to progressively and permanently tread more lightly on the earth, taking less from it and generally caring for it better, even as we humans continue to become more numerous and prosperous. The work of Paul Romer, who shared the 2018 Nobel Prize in economics, is one of the sources of this confidence. Growth Mindset Romer's largest contribution to economics was to show that it's best not to think of new technologies as something that companies buy and bring in from the outside, but instead as something they create themselves (the title of his most famous paper, published in 1990, is "Endogenous Technological Change"). These technologies are like designs or recipes; as Romer put it, they’re "the instructions that we follow for combining raw materials." This is close to the definitions of technology presented in chapter 7. Why do companies invent and improve technologies? Simply, to generate profits. They come up with instructions, recipes, and blueprints that will let them grow revenues or shrink costs. As we saw repeatedly in chapter 7, capitalism provides ample incentive for this kind of tech progress. So far, all this seems like a pretty standard argument for how the first two horsemen work together. Romer's brilliance was to highlight the importance of two key attributes of the technological ideas companies come up with as they pursue profits. The first is that they're nonrival, meaning that they can be used by more than one person or company at a time, and that they don't get used up. This is obviously not the case for most resources made out of atoms—I can't also use the pound of steel that you've just incorporated into the engine of a car—but it is the case for ideas and instructions. The Pythagorean theorem, a design for a steam engine, and a recipe for delicious chocolate chip cookies aren't ever going to get "used up" no matter how much they're used. The second important aspect of corporate technologies is that they're partially excludable. This means that companies can kind of prevent others from using them. They do this by keeping the technologies secret (such as the exact recipe for Coca-Cola), filing for patents and other intellectual-property protection, and so on. However, none of these measures is perfect (hence the words partially and kind of). Trade secrets leak. Patents expire, and even before they expire, they must describe the invention they're claiming and so let others study it. Partial excludability is a beautiful thing. It provides strong incentives for companies to create useful, profit-enhancing new technologies that they alone can benefit from for a time, yet it also ensures that the new techs will eventually "spill over"—that with time they’ll diffuse and get adopted by more and more companies, even if that's not what their originators want. Romer equated tech progress to the production by companies of nonrivalrous, partially excludable ideas and showed that these ideas cause an economy to grow. What's more, he also demonstrated that this idea-fueled growth doesn't have to slow down with time. It's not constrained by the size of the labor force, the amount of natural resources, or other such factors. Instead, economic growth is limited only by the idea-generating capacity of the people within a market. Romer called this capacity "human capital" and said at the end of his 1990 paper, "The most interesting positive implication of the model is that an economy with a larger total stock of human capital will experience faster growth." This notion, which has come to be called "increasing returns to scale," is as powerful as it is counterintuitive. Most formal models of economic growth, as well as the informal mental ones most of us walk around with, feature decreasing returns—growth slows down as the overall economy gets bigger. This makes intuitive sense; it just feels like it would be easier to experience 5 percent growth in a $1 billion economy than a $1 trillion one. But Romer showed that as long as that economy continued to add to its human capital—the overall ability of its people to come up with new technologies and put them to use—it could actually grow faster even as it grew bigger. This is because the stock of useful, nonrivalrous, nonexcludable ideas would keep growing. As Romer convincingly showed, economies run and grow on ideas. The Machinery of Prosperity Romer's ideas should leave us optimistic about the planetary benefits of digital tools—hardware, software, and networks—for three main reasons. First, countless examples show us how good these tools are at fulfilling the central role of technology, which is to provide "instructions that we follow for combining raw materials." Since raw materials cost money, profit-maximizing companies are particularly keen to find ways to use fewer of them. So they use digital tools to come up with beer cans that use less aluminum, car engines that use less steel and less gas, mapping software that removes the need for paper atlases, and so on and so on. None of this is done solely for the good of the earth—it's done for the pursuit of profit that's at the heart of capitalism—yet it benefits the planet by, as we've seen, causing us to take less from it. Digital tools are technologies for creating technologies, the most prolific and versatile ones we've ever come up with. They're machines for coming up with ideas. Lots of them. The same piece of computer-aided design software can be used to create a thinner aluminum can or a lighter and more fuel-efficient engine. A drone can be used to scan farmland to see if more irrigation is needed, or to substitute for a helicopter when filming a movie. A smartphone can be used to read the news, listen to music, and pay for things, all without consuming a single extra molecule. In the Second Machine Age, the global stock of digital tools is increasing much more quickly than ever before. It's being used in countless ways by profit-hungry companies to combine raw materials in ways that use fewer of them. In advanced economies such as America's, the cumulative impact of this combination of capitalism and tech progress is clear: absolute dematerialization of the economy and society, and thus a smaller footprint on our planet. The second way Romer's ideas about technology and growth are showing up at present is via decreased excludability. Pervasive digital tools are making it much easier for good designs and recipes to spread around the world. While this is often not what a company wants—it wants to exclude others from its great cost-saving idea— excludability is not as easy as it used to be. This isn't because of weaker patent protection, but instead because of stronger digital tools. Once one company shows what's possible, others use hardware, software, and networks to catch up to the leader. Even if they can't copy exactly because of intellectual-property restrictions, they can use digital tools to explore other means to the same end. So, many farmers learn to get higher yields while using less water and fertilizer, even though they combine these raw materials in different ways. Steve Jobs would certainly have preferred for Apple to be the only provider of smartphones after it developed the iPhone, but he couldn't maintain the monopoly no matter how many patents and lawsuits he filed. Other companies found ways to combine processors, memory, sensors, a touch screen, and software into phones that satisfied billions of customers around the world. The operating system that powers most non-Apple smartphones is Android, which is both free to use and freely modifiable. Google's parent company, Alphabet, developed and released Android without even trying to make it excludable; the explicit goal was to make it as widely imitable as possible. This is an example of the broad trend across digital industries of giving away valuable technologies for free. The Linux operating system, of which Android is a descendant, is probably the best-known example of free and open-source software, but there are many others. The online software repository GitHub maintains that it's "the largest open source community in the world" and hosts millions of projects. The Arduino community does something similar for electronic hardware, and the Instructables website contains detailed instructions for making equipment ranging from air-particle counters to machine tools, all with no intellectual-property protection. Contributors to efforts such as these have a range of motivations (Alphabet's goals with Android were far from purely altruistic—among other things, the parent of Google wanted to achieve a quantum leap in mobile phone users around the world, who would avail themselves of Google Search and services such as YouTube), but they're all part of the trend of technology without excludability, which is great news for growth. As we saw in chapter 10, smartphone use and access to the Internet are increasing quickly across the planet. This means that people no longer need to be near a decent library or school to gain knowledge and improve their abilities. Globally, people are taking advantage of the skill-building opportunities of new technologies. This is the third reason that the spread of digital tools should make us optimistic about future growth: these tools are helping human capital grow quickly. The free Duolingo app, for example, is now the world's most popular way to learn a second language. Of the nearly 15 billion Wikipedia page views during July of 2018, half were in languages other than English. Google's chief economist, Hal Varian, points out that hundreds of millions of how-to videos are viewed every day on YouTube, saying, "We never had a technology before that could educate such a broad group of people anytime on an as-needed basis for free." Romer's work leaves me hopeful because it shows that it's our ability to build human capital, rather than chop down forests, dig mines, or burn fossil fuels that drives growth and prosperity. His model of how economies grow also reinforces how well capitalism and tech progress work together, which is a central point of this book. The surest way to boost profits is to cut costs, and modern technologies, especially digital ones, offer unlimited ways to combine and recombine materials—to swap, slim, optimize, and evaporate—in cost-reducing ways. There's no reason to expect that the two horsemen of capitalism and tech progress will stop riding together anytime soon. Quite the contrary. Romer's insights reveal that they're likely to gallop faster and farther as economies grow. Our Brighter, Lighter Future The world still has billions of desperately poor people, but they won't remain that way. All available evidence strongly suggests that most will become much wealthier in the years and decades ahead. As they earn more and consume more, what will be the impact on the planet? The history and economics of the Industrial Era lead to pessimism on this important question. Resource use increased in lockstep with economic growth throughout the two centuries between James Watt's demonstration of his steam engine and the first Earth Day. Malthus and Jevons seemed to be right, and it was just a question of when, not if, we'd run up against the hard planetary limits to growth. But in America and other rich countries something strange, unexpected, and wonderful happened: we started getting more from less. We decoupled population and economic growth from resource consumption, pollution, and other environmental harms. Malthus's and Jevons's ideas gave way to Romer's, and the world will never be the same. This means that instead of worrying about the world's poor becoming richer, we should instead be helping them upgrade economically as much and as quickly as possible. Not only is it the morally correct thing to do, it's also the smart move for our planet. As today’s poor countries get richer, their institutions will improve and most will eventually go through what Ricardo Hausmann calls "the capitalist makeover of production." This makeover doesn't enslave people, nor does it befoul the earth. As today’s poor get richer, they'll consume more, but they'll also consume much differently from earlier generations. They won't read physical newspapers and magazines. They'll get a great deal of their power from renewables and (one hopes) nuclear because these energy sources will be the cheapest. They’ll live in cities, as we saw in chapter 12; in fact, they already are. They'll be less likely to own cars because a variety of transportation options will be only a few taps away. Most important, they'll come up with ideas that keep the growth going, and that benefit both humanity and the planet we live on. Predicting exactly how technological progress will unfold is much like predicting the weather: feasible in the short term, but impossible over a longer time. Great uncertainty and complexity prevent precise forecasts about, for example, the computing devices we’ll be using thirty years from now or the dominant types of artificial intelligence in 2050 and beyond. But even though we can't predict the weather long term, we can accurately forecast the climate. We know how much warmer and sunnier it will be on average in August than in January, for example, and we know that global average temperatures will rise as we keep adding greenhouse gases to the atmosphere. Similarly, we can predict the "climate" of future technological progress by starting from the knowledge that it will be heavily applied in the areas where it can affect capitalism the most. As we've seen over and over, tech progress supplies opportunities to trim costs (and improve performance) via dematerialization, and capitalism provides the motive to do so. As a result, the Second Enlightenment will continue as we move deeper into the twenty-first century. I'm confident that it will accelerate as digital technologies continue to improve and multiply and global competition continues to increase. We’ll see some of the most striking examples of slim, swap, evaporate, and optimize in exactly the places where the opportunities are biggest. Here are a few broad predictions, spanning humanity's biggest industries. Manufacturing. Complex parts will be made not by the techniques developed during the Industrial Era, but instead by three- dimensional printing. This is already the case for some rocket engines and other extremely expensive items. As 3-D printing improves and becomes cheaper, it will spread to automobile engine blocks, manifolds and other complicated arrangements of pipes, airplane struts and wings, and countless other parts. Because 3-D printing generates virtually no waste and doesn't require massive molds, it accelerates dematerialization.

#### 2] Planetary Boundaries theory is false

Shellenberger 12 Michael Shellenberger 6-11-2012 “Planetary Boundaries: A Review of the Evidence” <http://thebreakthrough.org/archive/planetary_boundaries_a_mislead> (environmental journalist)//Elmer

The planetary boundaries hypothesis - embraced by United Nations bodies and leading nongovernmental organizations like Oxfam and WWF - has serious scientific flaws and **is a misleading guide** to global environmental management, according to a new report by the Breakthrough Institute. The hypothesis, which will be debated this month at the UN Earth Summit in Brazil, posits that there are nine global biophysical limits to human development. But after an extensive literature review and informal peer review by leading experts, the Breakthrough Institute has found the concept of "planetary boundaries" to be a poor basis for policy and for understanding local and global environmental challenges. KEY FINDINGS - Six of **the "planetary boundaries**" -- land-use change, biodiversity loss, nitrogen levels, freshwater use, aerosol loading, and chemical pollution -- do not have planetary **biophysical boundaries** in themselves. Real, global biophysical threshold elements exist in the global climate system, and partly also for ocean acidification (same driver as climate change, carbon dioxide), ozone depletion (regional tipping point averted), and phosphorous levels (tipping point extremely far off). But for all the remaining "boundaries," **there are no global tipping points** beyond **which these ecological processes will begin to function in fundamentally different ways** than they do at present or have historically. Hence the setting of boundaries for these mechanisms is an arbitrary exercise. A lax boundary may result in more degradation. A strict boundary less. But there is no evidence that exceeding the boundary will result in a fundamentally different magnitude of impacts associated with human activities. - Aside from their impacts on the global climate, these non-threshold "boundaries" operate on local and regional, not global, levels. This means that no global boundary can be meaningfully determined. For example, freshwater use, land-use change, or nitrogen levels in one region are ecologically independent of these processes or their impacts in other regions. - There is little evidence to support the claim that transgressing any of the six non-threshold boundaries would have a net negative effect on human material welfare.

#### ---

#### Capitalism is great:

#### 1] Growth solves Poverty and the environment

Rhonheimer 20 Martin Rhonheimer 2-7-2020 “Capitalism is Good for the Poor – and for the Environment” <https://austrian-institute.org/en/subjects-en/catholic-social-doctrine-2/capitalism-is-good-for-the-poor-and-for-the-environment/> Props to DML for this card (professor at the Pontifical University of the Holy Cross)//Elmer

It is not social policy but capitalism that has created today’s prosperity. What is important is that what made today’s mass prosperity possible – a phenomenon unprecedented in history – was not social policy or social legislation, organised trade union pressure, or corrective interventions in the capitalist economy, but rather market capitalism itself, due to its enormous potential for innovation and the ever-increasing productivity of human labour that resulted from it. Increasing prosperity and quality of life are always the result of increasing labour productivity. Only increased productivity enabled higher social standards, better working conditions, the overcoming of child labour, a higher level of education, and the emergence of human capital. This process of increasing triumph over poverty and the constantly rising living standards of the general masses is taking place on a global scale – but only where the market economy and capitalist entrepreneurship are able to spread. From industrial overexploitation of nature to ecological awareness The first phase of industrialisation and capitalism was characterised by an enormous consumption of resources and frequent overexploitation of nature, which soon gave the impression that this process could not be sustainable. Since the end of the 19th century, disaster and doom scenarios have repeatedly been put forward, but in retrospect they have proved to be wrong: The combination of technological innovation, market competition, and entrepreneurial profit-seeking (with the compulsion to constantly minimise costs) have meant that these scenarios never occurred. The ever-increasing population has been increasingly better supplied thanks to innovative technologies, ever-increasing output with lower consumption of resources less harmful to the environment – e.g. less arable land in agriculture, or oil and electricity instead of coal for rapidly increasing mobility. More recent disaster scenarios, such as those spread by reputable scientists since the late 1960s and in the 1970s, have also proved to be inaccurate. The reason things developed differently was the always underestimated innovative dynamism of the capitalist market economy, a growing ecological awareness and, as a result, legislative intervention that took advantage of the logic of market capitalism: As a result of the ecological movement that had come out of the United States since 1970, wise legislation began to use the price mechanism to apply market incentives to internalize negative externalities. Environmental pollution was given a price-tag. This led to an enormous decrease in air pollution and other ecological consequences of growth, which is only possible in free, market-based societies, because the production process here is characterized by competition and constant pressure to reduce costs, i.e. to the most profitable use of resources. On the other hand, all forms of socialism, i.e. a state-controlled economy, have proved to be ecological disasters and have left behind destruction of gigantic proportions, without providing the population with anything that is near comparable in prosperity, often even by destroying existing prosperity, such as happened in Venezuela. Capitalist profit motive combined with digitalization as a solution: Increasing decoupling of growth and resource consumption Moreover, technological innovations combined with capitalist profit-seeking and market competition have led to a new and surprising phenomenon over the past decades, which is still hardly noticed in the public debate: the decoupling of growth and resource consumption (“dematerialization”). In a wide variety of industrial sectors, the developed countries, above all the U.S., are now achieving ever greater productive output with increasingly fewer resources. This has a lot to do with technology, especially the digitalization of the economy and of our entire lives. As the well-known MIT professor Andrew McAfee shows in his book More from Less, published in October 2019, this process also follows the logic of capitalist profit maximization. To get it going, we do not need politics, even though wise, properly incentivizing legislation can be helpful and sometimes necessary. Above all, however, it is the combination of technological innovation, capitalist profit-seeking, and market-based entrepreneurial competition that will also solve the problem of man-made global warming. In addition, property rights and their protection are decisive for the careful use of natural resources. And where this is not possible, legal support for collective self-governing structures, in accordance with the principle of subsidiarity, are important—as is analysed by Nobel Economic Prize winner Elinor Ostrom. By contrast, the growing ideologically motivated anti-capitalist eco-activism, and the policies influenced by it, are leading in the wrong direction, distracting precisely from what would be best for the climate and the environment—and distracting us from what could help protect us against the inevitable consequences of global warming.

#### Growth is consistent w/ reducing environmental damage – this card slaps and has empirics

McAfee 20 Andrew McAfee 10-6-2020 "Why Degrowth Is the Worst Idea on the Planet" <https://www.wired.com/story/opinion-why-degrowth-is-the-worst-idea-on-the-planet/> (a principal research scientist at MIT, is cofounder and codirector of the MIT Initiative on the Digital Economy at the MIT Sloan School of Management)//Elmer

Easing Pollution, Not Exporting It In some important areas, however, a very different pattern emerged after 1970: Growth continued, **but environmental harm decreased**. This decoupling occurred first with pollution, and first in the rich world. In the US, for example, aggregate levels of six common air pollutants have declined by 77 percent, even as gross domestic product **increased by 285 percent** and population by 60 percent. In the UK, annual tonnage of particulate emissions dropped by more than 75 percent between 1970 and 2016, and of the main polluting chemicals by about 85 percent. Similar gains are common across the highest-income countries. How were these reductions achieved? The two possibilities are cleanup and offshoring. Either rich countries figured out how to reduce their “air pollution per dollar” so much that overall pollution went down even as their economies grew, or they sent so much of their dirty production overseas that the air at home got cleaner. The first of these paths reduces the total burden of human-caused pollution; the second just rearranges it. The evidence is overwhelming that rich countries **cleaned up their air pollution** much more than they outsourced it. **For one, a great deal of air pollution comes from highway vehicles and power plants, and rich countries haven’t outsourced driving and generating electricity to low-income ones.** In fact, **high-income countries haven't even offshored most of their industry**. The US and UK both manufacture more than they did 50 years ago (at least until the Covid-19 pandemic sharply reduced output), and Germany has been a net exporter since 2000 while continuing to drive down air pollution. The rest of the world has been exporting its manufacturing pollution to Germany (to use degrowthers’ phrasing), yet Germans are breathing cleaner air than they were 20 years ago. Rich countries have reduced their air pollution not by embracing degrowth or offshoring, but instead by enacting and enforcing **smart regulation**. As economists Joseph Shapiro and Reed Walker concluded in a 2018 study about the US, “changes in environmental regulation, rather than changes in productivity and trade, account for most of the emissions reductions.” Research about the cleanup of US waters also concludes that well-designed and enforced regulations have successfully reduced pollution. It is true that the US and other rich countries now import lots of products from China and other nations with higher pollution levels. But if there were no international trade at all, and rich countries had to rely exclusively on their domestic industries to make everything they consume, they’d still have much cleaner air and water than they did 50 years ago. As a 2004 Advances in Economic Analysis and Policy study summarized: “We find no evidence that domestic production of pollution-intensive goods in the US is being replaced by imports from overseas.” The rich world’s success at decoupling growth from pollution is an inconvenient fact for degrowthers. Even more inconvenient is **China's recent success** at doing the same. China’s export-led, manufacturing-heavy economy has been growing at meteoric rates, but between 2013 and 2017 air pollution in densely populated areas declined by more than 30 percent. Here again the government mandated and monitored pollution declines and so decoupled growth from an important category of environmental harm. Prosperity Bends the Curve China's progress with air pollution is heartening, but it's not surprising to most economists. It's a clear example of the environmental **Kuznets curve** (EKC) in action. Named for the economist Simon Kuznets, EKC posits a relationship between a country's affluence and the condition of its environment. As GDP per capita rises from an initial low level, so too does environmental damage; but as affluence continues to increase, the harms level off and then start to decline. The EKC is clearly visible in the pollution histories of today's rich countries, and it's now taking shape in China and elsewhere. Also consider air pollution death rates around the world. As the invaluable website Our World in Data puts it, “Rates have typically fallen across high-income countries: almost everywhere in Europe, but also in Canada, the United States, Australia, New Zealand, Japan, Israel and South Korea and other countries. But rates have also fallen across upper-middle income countries too, including China and Brazil. In low and lower-middle income countries, rates have increased over this period.” The EKC is a direct refutation of a core idea of degrowth: that environmental harms must always rise as populations and economies do. It's not surprising that today's degrowth advocates rarely discuss the large reductions in air and water pollution that have accompanied higher prosperity in so many places around the world. Instead, **degrowthers now focus heavily on one kind of pollution: greenhouse gas emissions**. The claims made are familiar ones: that any apparent reductions in greenhouse gas emissions in rich countries are due to offshoring rather than actual decarbonization. Thanks to the Global Carbon Project, we can see if this is the case. GCP has calculated “consumption-based emissions” for many countries going back to 1990, taking into account imports and exports, yielding the greenhouse gas emissions embodied in all the goods and services consumed in each country each year. For several of the world's richest countries, including Germany, Italy, France, the UK, and the US, graphs of consumption-based carbon emissions **follow the familiar EKC**. The US, for example, has 22reduced its total (not per capita) consumption-based CO2 emissions by more than 13 percent since 2007. Most Popular face mask GEAR 22 Face Masks We Actually Like to Wear ADRIENNE SO Man, Poster, Brochure, Paper, Flyer, Human, Person, and Collage. These reductions are not mainly due to enhanced regulation. Instead, they've come about because of a combination of **tech progress and market forces**. Solar and wind power have become much cheaper in recent years and have displaced coal for electricity generation. Natural gas, which when burned emits fewer greenhouse gases per unit of energy than does coal (even after taking methane leakage into account), has also become much cheaper and more abundant in the US as a result of the fracking revolution. To ensure that these greenhouse gas declines continue to spread and accelerate, we should apply the lessons we've learned from previous pollution reduction success. In particular, we should make it expensive to emit carbon, then watch the emitters work hard to reduce this expense. The best way to do this is with a carbon dividend, which is a tax on carbon emissions where the revenues are not kept by the government but instead are rebated to people as a dividend. William Nordhaus won the 2018 Nobel Prize in economics in part for his work on the carbon dividend, and an open letter advocating its implementation in the US has been signed by more than 3,500 economists. It's an idea whose time has come.

#### Unmitigated warming will cause extinction.

Xu 17 Yangyang Xu 9-6-2017 “Well below 2 °C: Mitigation strategies for avoiding dangerous to catastrophic climate changes” (Assistant Professor of Atmospheric Sciences at Texas A&M University; and Veerabhadran Ramanathan, Distinguished Professor of Atmospheric and Climate Sciences at the Scripps Institution of Oceanography)//Elmer

We are proposing the following extension to the DAI risk categorization: warming greater than 1.5 °C as “dangerous”; warming greater than 3 °C as “catastrophic?”; and warming in excess of 5 °C as “unknown??,” with the understanding that changes of this magnitude, not experienced in the last 20+ million years, pose existential threats to a majority of the population. The question mark denotes the subjective nature of our deduction and the fact that catastrophe can strike at even lower warming levels. The justifications for the proposed extension to risk categorization are given below. From the IPCC burning embers diagram and from the language of the Paris Agreement, we infer that the DAI begins at warming greater than 1.5 °C. Our criteria for extending the risk category beyond DAI include the potential risks of climate change to the physical climate system, the ecosystem, human health, and species extinction. Let us first consider the category of catastrophic (3 to 5 °C warming). The first major concern is the issue of tipping points. Several studies (48, 49) have concluded that 3 to 5 °C global warming is likely to be the threshold for tipping points such as the collapse of the western Antarctic ice sheet, shutdown of deep water circulation in the North Atlantic, dieback of Amazon rainforests as well as boreal forests, and collapse of the West African monsoon, among others. While natural scientists refer to these as abrupt and irreversible climate changes, economists refer to them as catastrophic events (49). Warming of such magnitudes also has catastrophic human health effects. Many recent studies (50, 51) have focused on the direct influence of extreme events such as heat waves on public health by evaluating exposure to heat stress and hyperthermia. It has been estimated that the likelihood of extreme events (defined as 3-sigma events), including heat waves, has increased 10-fold in the recent decades (52). Human beings are extremely sensitive to heat stress. For example, the 2013 European heat wave led to about 70,000 premature mortalities (53). The major finding of a recent study (51) is that, currently, about 13.6% of land area with a population of 30.6% is exposed to deadly heat. The authors of that study defined deadly heat as exceeding a threshold of temperature as well as humidity. The thresholds were determined from numerous heat wave events and data for mortalities attributed to heat waves. According to this study, a 2 °C warming would double the land area subject to deadly heat and expose 48% of the population. A 4 °C warming by 2100 would subject 47% of the land area and almost 74% of the world population to deadly heat, which could pose existential risks to humans and mammals alike unless massive adaptation measures are implemented, such as providing air conditioning to the entire population or a massive relocation of most of the population to safer climates. Climate risks can vary markedly depending on the socioeconomic status and culture of the population, and so we must take up the question of “dangerous to whom?” (54). Our discussion in this study is focused more on people and not on the ecosystem, and even with this limited scope, there are multitudes of categories of people. We will focus on the poorest 3 billion people living mostly in tropical rural areas, who are still relying on 18th-century technologies for meeting basic needs such as cooking and heating. Their contribution to CO2 pollution is roughly 5% compared with the 50% contribution by the wealthiest 1 billion (55). This bottom 3 billion population comprises mostly subsistent farmers, whose livelihood will be severely impacted, if not destroyed, with a one- to five-year megadrought, heat waves, or heavy floods; for those among the bottom 3 billion of the world’s population who are living in coastal areas, a 1- to 2-m rise in sea level (likely with a warming in excess of 3 °C) poses existential threat if they do not relocate or migrate. It has been estimated that several hundred million people would be subject to famine with warming in excess of 4 °C (54). However, there has essentially been no discussion on warming beyond 5 °C. Climate change-induced species extinction is one major concern with warming of such large magnitudes (>5 °C). The current rate of loss of species is ∼1,000-fold the historical rate, due largely to habitat destruction. At this rate, about 25% of species are in danger of extinction in the coming decades (56). Global warming of 6 °C or more (accompanied by increase in ocean acidity

#### No reverse-causal claim – even if space appropriation is good for cap doesn’t mean removing space appropriation removes cap