# 1NC

## 1

#### The standard is maximizing expected wellbeing-hedonistic act util

#### 1] Actor spec—governments must use util because they don’t have intentions and are constantly dealing with tradeoffs—outweighs since different agents have different obligations—takes out calc indicts since they are empirically denied.

#### 2] Death is bad and outweighs – a] agents can’t act if they fear for their bodily security which constrains every ethical theory, b] it destroys the subject itself – kills any ability to achieve value in ethics since life is a prerequisite which means it’s a side constraint since we can’t reach the end goal of ethics without life

#### 3] Neuroscience- pleasure and pain *are* intrinsic value and disvalue – everything else regresses.
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Pleasure is not only one of the three primary reward functions but it also defines reward. As homeostasis explains the functions of only a limited number of rewards, the principal reason why particular stimuli, objects, events, situations, and activities are rewarding may be due to pleasure. This applies first of all to sex and to the primary homeostatic rewards of food and liquid and extends to money, taste, beauty, social encounters and nonmaterial, internally set, and intrinsic rewards. Pleasure, as the primary effect of rewards, drives the prime reward functions of learning, approach behavior, and decision making and provides the basis for hedonic theories of reward function. We are attracted by most rewards and exert intense efforts to obtain them, just because they are enjoyable [10].

Pleasure is a passive reaction that derives from the experience or prediction of reward and may lead to a long-lasting state of happiness. The word happiness is difficult to define. In fact, just obtaining physical pleasure may not be enough. One key to happiness involves a network of good friends. However, it is not obvious how the higher forms of satisfaction and pleasure are related to an ice cream cone, or to your team winning a sporting event. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure [14].

Pleasure as a hallmark of reward is sufficient for defining a reward, but it may not be necessary. A reward may generate positive learning and approach behavior simply because it contains substances that are essential for body function. When we are hungry, we may eat bad and unpleasant meals. A monkey who receives hundreds of small drops of water every morning in the laboratory is unlikely to feel a rush of pleasure every time it gets the 0.1 ml. Nevertheless, with these precautions in mind, we may define any stimulus, object, event, activity, or situation that has the potential to produce pleasure as a reward. In the context of reward deficiency or for disorders of addiction, homeostasis pursues pharmacological treatments: drugs to treat drug addiction, obesity, and other compulsive behaviors. The theory of allostasis suggests broader approaches - such as re-expanding the range of possible pleasures and providing opportunities to expend effort in their pursuit. [15]. It is noteworthy, the first animal studies eliciting approach behavior by electrical brain stimulation interpreted their findings as a discovery of the brain’s pleasure centers [16] which were later partly associated with midbrain dopamine neurons [17–19] despite the notorious difficulties of identifying emotions in animals.

Evolutionary theories of pleasure: The love connection BO:D

Charles Darwin and other biological scientists that have examined the biological evolution and its basic principles found various mechanisms that steer behavior and biological development. Besides their theory on natural selection, it was particularly the sexual selection process that gained significance in the latter context over the last century, especially when it comes to the question of what makes us “what we are,” i.e., human. However, the capacity to sexually select and evolve is not at all a human accomplishment alone or a sign of our uniqueness; yet, we humans, as it seems, are ingenious in fooling ourselves and others–when we are in love or desperately search for it.

It is well established that modern biological theory conjectures that organisms are the result of evolutionary competition. In fact, Richard Dawkins stresses gene survival and propagation as the basic mechanism of life [20]. Only genes that lead to the fittest phenotype will make it. It is noteworthy that the phenotype is selected based on behavior that maximizes gene propagation. To do so, the phenotype must survive and generate offspring, and be better at it than its competitors. Thus, the ultimate, distal function of rewards is to increase evolutionary fitness by ensuring the survival of the organism and reproduction. It is agreed that learning, approach, economic decisions, and positive emotions are the proximal functions through which phenotypes obtain other necessary nutrients for survival, mating, and care for offspring.

Behavioral reward functions have evolved to help individuals to survive and propagate their genes. Apparently, people need to live well and long enough to reproduce. Most would agree that homo-sapiens do so by ingesting the substances that make their bodies function properly. For this reason, foods and drinks are rewards. Additional rewards, including those used for economic exchanges, ensure sufficient palatable food and drink supply. Mating and gene propagation is supported by powerful sexual attraction. Additional properties, like body form, augment the chance to mate and nourish and defend offspring and are therefore also rewards. Care for offspring until they can reproduce themselves helps gene propagation and is rewarding; otherwise, many believe mating is useless. According to David E Comings, as any small edge will ultimately result in evolutionary advantage [21], additional reward mechanisms like novelty seeking and exploration widen the spectrum of available rewards and thus enhance the chance for survival, reproduction, and ultimate gene propagation. These functions may help us to obtain the benefits of distant rewards that are determined by our own interests and not immediately available in the environment. Thus the distal reward function in gene propagation and evolutionary fitness defines the proximal reward functions that we see in everyday behavior. That is why foods, drinks, mates, and offspring are rewarding.

There have been theories linking pleasure as a required component of health benefits salutogenesis, (salugenesis). In essence, under these terms, pleasure is described as a state or feeling of happiness and satisfaction resulting from an experience that one enjoys. Regarding pleasure, it is a double-edged sword, on the one hand, it promotes positive feelings (like mindfulness) and even better cognition, possibly through the release of dopamine [22]. But on the other hand, pleasure simultaneously encourages addiction and other negative behaviors, i.e., motivational toxicity. It is a complex neurobiological phenomenon, relying on reward circuitry or limbic activity. It is important to realize that through the “Brain Reward Cascade” (BRC) endorphin and endogenous morphinergic mechanisms may play a role [23]. While natural rewards are essential for survival and appetitive motivation leading to beneficial biological behaviors like eating, sex, and reproduction, crucial social interactions seem to further facilitate the positive effects exerted by pleasurable experiences. Indeed, experimentation with addictive drugs is capable of directly acting on reward pathways and causing deterioration of these systems promoting hypodopaminergia [24]. Most would agree that pleasurable activities can stimulate personal growth and may help to induce healthy behavioral changes, including stress management [25]. The work of Esch and Stefano [26] concerning the link between compassion and love implicate the brain reward system, and pleasure induction suggests that social contact in general, i.e., love, attachment, and compassion, can be highly effective in stress reduction, survival, and overall health.

Understanding the role of neurotransmission and pleasurable states both positive and negative have been adequately studied over many decades [26–37], but comparative anatomical and neurobiological function between animals and homo sapiens appear to be required and seem to be in an infancy stage.

Finding happiness is different between apes and humans

As stated earlier in this expert opinion one key to happiness involves a network of good friends [38]. However, it is not entirely clear exactly how the higher forms of satisfaction and pleasure are related to a sugar rush, winning a sports event or even sky diving, all of which augment dopamine release at the reward brain site. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure.

Remarkably, there are pathways for ordinary liking and pleasure, which are limited in scope as described above in this commentary. However, there are many brain regions, often termed hot and cold spots, that significantly modulate (increase or decrease) our pleasure or even produce the opposite of pleasure— that is disgust and fear [39]. One specific region of the nucleus accumbens is organized like a computer keyboard, with particular stimulus triggers in rows— producing an increase and decrease of pleasure and disgust. Moreover, the cortex has unique roles in the cognitive evaluation of our feelings of pleasure [40]. Importantly, the interplay of these multiple triggers and the higher brain centers in the prefrontal cortex are very intricate and are just being uncovered.

Desire and reward centers

It is surprising that many different sources of pleasure activate the same circuits between the mesocorticolimbic regions (Figure 1). Reward and desire are two aspects pleasure induction and have a very widespread, large circuit. Some part of this circuit distinguishes between desire and dread. The so-called pleasure circuitry called “REWARD” involves a well-known dopamine pathway in the mesolimbic system that can influence both pleasure and motivation.

In simplest terms, the well-established mesolimbic system is a dopamine circuit for reward. It starts in the ventral tegmental area (VTA) of the midbrain and travels to the nucleus accumbens (Figure 2). It is the cornerstone target to all addictions. The VTA is encompassed with neurons using glutamate, GABA, and dopamine. The nucleus accumbens (NAc) is located within the ventral striatum and is divided into two sub-regions—the motor and limbic regions associated with its core and shell, respectively. The NAc has spiny neurons that receive dopamine from the VTA and glutamate (a dopamine driver) from the hippocampus, amygdala and medial prefrontal cortex. Subsequently, the NAc projects GABA signals to an area termed the ventral pallidum (VP). The region is a relay station in the limbic loop of the basal ganglia, critical for motivation, behavior, emotions and the “Feel Good” response. This defined system of the brain is involved in all addictions –substance, and non –substance related. In 1995, our laboratory coined the term “Reward Deficiency Syndrome” (RDS) to describe genetic and epigenetic induced hypodopaminergia in the “Brain Reward Cascade” that contribute to addiction and compulsive behaviors [3,6,41].

Furthermore, ordinary “liking” of something, or pure pleasure, is represented by small regions mainly in the limbic system (old reptilian part of the brain). These may be part of larger neural circuits. In Latin, hedus is the term for “sweet”; and in Greek, hodone is the term for “pleasure.” Thus, the word Hedonic is now referring to various subcomponents of pleasure: some associated with purely sensory and others with more complex emotions involving morals, aesthetics, and social interactions. The capacity to have pleasure is part of being healthy and may even extend life, especially if linked to optimism as a dopaminergic response [42].

Psychiatric illness often includes symptoms of an abnormal inability to experience pleasure, referred to as anhedonia. A negative feeling state is called dysphoria, which can consist of many emotions such as pain, depression, anxiety, fear, and disgust. Previously many scientists used animal research to uncover the complex mechanisms of pleasure, liking, motivation and even emotions like panic and fear, as discussed above [43]. However, as a significant amount of related research about the specific brain regions of pleasure/reward circuitry has been derived from invasive studies of animals, these cannot be directly compared with subjective states experienced by humans.

In an attempt to resolve the controversy regarding the causal contributions of mesolimbic dopamine systems to reward, we have previously evaluated the three-main competing explanatory categories: “liking,” “learning,” and “wanting” [3]. That is, dopamine may mediate (a) liking: the hedonic impact of reward, (b) learning: learned predictions about rewarding effects, or (c) wanting: the pursuit of rewards by attributing incentive salience to reward-related stimuli [44]. We have evaluated these hypotheses, especially as they relate to the RDS, and we find that the incentive salience or “wanting” hypothesis of dopaminergic functioning is supported by a majority of the scientific evidence. Various neuroimaging studies have shown that anticipated behaviors such as sex and gaming, delicious foods and drugs of abuse all affect brain regions associated with reward networks, and may not be unidirectional. Drugs of abuse enhance dopamine signaling which sensitizes mesolimbic brain mechanisms that apparently evolved explicitly to attribute incentive salience to various rewards [45].

Addictive substances are voluntarily self-administered, and they enhance (directly or indirectly) dopaminergic synaptic function in the NAc. This activation of the brain reward networks (producing the ecstatic “high” that users seek). Although these circuits were initially thought to encode a set point of hedonic tone, it is now being considered to be far more complicated in function, also encoding attention, reward expectancy, disconfirmation of reward expectancy, and incentive motivation [46]. The argument about addiction as a disease may be confused with a predisposition to substance and nonsubstance rewards relative to the extreme effect of drugs of abuse on brain neurochemistry. The former sets up an individual to be at high risk through both genetic polymorphisms in reward genes as well as harmful epigenetic insult. Some Psychologists, even with all the data, still infer that addiction is not a disease [47]. Elevated stress levels, together with polymorphisms (genetic variations) of various dopaminergic genes and the genes related to other neurotransmitters (and their genetic variants), and may have an additive effect on vulnerability to various addictions [48]. In this regard, Vanyukov, et al. [48] suggested based on review that whereas the gateway hypothesis does not specify mechanistic connections between “stages,” and does not extend to the risks for addictions the concept of common liability to addictions may be more parsimonious. The latter theory is grounded in genetic theory and supported by data identifying common sources of variation in the risk for specific addictions (e.g., RDS). This commonality has identifiable neurobiological substrate and plausible evolutionary explanations.

Over many years the controversy of dopamine involvement in especially “pleasure” has led to confusion concerning separating motivation from actual pleasure (wanting versus liking) [49]. We take the position that animal studies cannot provide real clinical information as described by self-reports in humans. As mentioned earlier and in the abstract, on November 23rd, 2017, evidence for our concerns was discovered [50]

In essence, although nonhuman primate brains are similar to our own, the disparity between other primates and those of human cognitive abilities tells us that surface similarity is not the whole story. Sousa et al. [50] small case found various differentially expressed genes, to associate with pleasure related systems. Furthermore, the dopaminergic interneurons located in the human neocortex were absent from the neocortex of nonhuman African apes. Such differences in neuronal transcriptional programs may underlie a variety of neurodevelopmental disorders.

In simpler terms, the system controls the production of dopamine, a chemical messenger that plays a significant role in pleasure and rewards. The senior author, Dr. Nenad Sestan from Yale, stated: “Humans have evolved a dopamine system that is different than the one in chimpanzees.” This may explain why the behavior of humans is so unique from that of non-human primates, even though our brains are so surprisingly similar, Sestan said: “It might also shed light on why people are vulnerable to mental disorders such as autism (possibly even addiction).” Remarkably, this research finding emerged from an extensive, multicenter collaboration to compare the brains across several species. These researchers examined 247 specimens of neural tissue from six humans, five chimpanzees, and five macaque monkeys. Moreover, these investigators analyzed which genes were turned on or off in 16 regions of the brain. While the differences among species were subtle, there was a remarkable contrast in the neocortices, specifically in an area of the brain that is much more developed in humans than in chimpanzees. In fact, these researchers found that a gene called tyrosine hydroxylase (TH) for the enzyme, responsible for the production of dopamine, was expressed in the neocortex of humans, but not chimpanzees. As discussed earlier, dopamine is best known for its essential role within the brain’s reward system; the very system that responds to everything from sex, to gambling, to food, and to addictive drugs. However, dopamine also assists in regulating emotional responses, memory, and movement. Notably, abnormal dopamine levels have been linked to disorders including Parkinson’s, schizophrenia and spectrum disorders such as autism and addiction or RDS.

Nora Volkow, the director of NIDA, pointed out that one alluring possibility is that the neurotransmitter dopamine plays a substantial role in humans’ ability to pursue various rewards that are perhaps months or even years away in the future. This same idea has been suggested by Dr. Robert Sapolsky, a professor of biology and neurology at Stanford University. Dr. Sapolsky cited evidence that dopamine levels rise dramatically in humans when we anticipate potential rewards that are uncertain and even far off in our futures, such as retirement or even the possible alterlife. This may explain what often motivates people to work for things that have no apparent short-term benefit [51]. In similar work, Volkow and Bale [52] proposed a model in which dopamine can favor NOW processes through phasic signaling in reward circuits or LATER processes through tonic signaling in control circuits. Specifically, they suggest that through its modulation of the orbitofrontal cortex, which processes salience attribution, dopamine also enables shilting from NOW to LATER, while its modulation of the insula, which processes interoceptive information, influences the probability of selecting NOW versus LATER actions based on an individual’s physiological state. This hypothesis further supports the concept that disruptions along these circuits contribute to diverse pathologies, including obesity and addiction or RDS.

#### 4] Extinction is a distinct phenomenon that requires prior consideration

**Burke et al 16** Associate Professor of International and Political Studies @ UNSW, Australia, 2016 (Anthony, Stefanie Fishel is Assistant Professor, Department of Gender and Race Studies at the University of Alabama, Audra Mitchell is CIGI Chair in Global Governance and Ethics at the Balsillie School of International Affairs, Simon Dalby is CIGI Chair in the Political Economy of Climate Change at the Balsillie School of International Affairs, and, Daniel J. Levine is Assistant Professor of Political Science at the University of Alabama, “Planet Politics: Manifesto from the End of IR,” Millennium: Journal of International Studies 1–25)

8. Global ethics must respond to mass extinction. In late 2014, the Worldwide Fund for Nature reported a startling statistic: according to their global study, 52% of species had gone extinct between 1970 and 2010.60 This is not news: for three decades, conservation biologists have been warning of a ‘sixth mass extinction’, which, by definition, could eliminate more than three quarters of currently existing life forms in just a few centuries.61 In other words, it could threaten the practical possibility of the survival of earthly life. Mass extinction is not simply extinction (or death) writ large: **it is a qualitatively different phenomena that demands its own ethical categories.** It cannot be grasped by aggregating species extinctions, let alone the deaths of individual organisms. Not only does it erase diverse, irreplaceable life forms, their **unique histories** and **open-ended possibilities**, but it **threatens the ontological conditions of Earthly life**.

IR is one of few disciplines that is explicitly devoted to the pursuit of survival, yet it has almost nothing to say in the face of a possible mass extinction event.62 It utterly lacks the conceptual and ethical frameworks necessary to foster diverse, meaningful responses to this phenomenon. As mentioned above, Cold-War era concepts such as ‘nuclear winter’ and ‘omnicide’ gesture towards harms massive in their scale and moral horror. However, they are asymptotic: they imagine nightmares of a severely denuded planet, yet they do not contemplate the **comprehensive negation** that a mass extinction event entails. In contemporary IR discourses, where it appears at all, extinction is treated as a problem of scientific management and biopolitical control aimed at securing existing human lifestyles.63 Once again, this approach fails to recognise the reality of extinction, which is a **matter of being and nonbeing**, not one of life and death processes.

Confronting the enormity of a possible mass extinction event requires a total overhaul of human perceptions of what is at stake in the disruption of the conditions of Earthly life. The question of what is ‘lost’ in extinction has, since the inception of the concept of ‘conservation’, been addressed in terms of financial cost and economic liabilities.64 Beyond reducing life to forms to capital, currencies and financial instruments, the dominant neoliberal political economy of conservation imposes a homogenising, Western secular worldview on a planetary phenomenon. Yet the **enormity, complexity, and scale** of mass extinction is so huge that humans need to **draw on every possible resource in order to find ways of responding**. This means that they need to mobilise multiple worldviews and lifeways – including those emerging from indigenous and marginalised cosmologies. Above all, it is crucial and urgent to realise that extinction is a **matter of global ethics**. It is not simply an issue of management or security, or even of particular visions of the good life. Instead, it is about staking a claim as to the goodness of life itself. If it does not fit within the existing parameters of global ethics, then it is these boundaries that need to change.

9. An Earth-worldly politics. Humans are worldly – that is, we are fundamentally worldforming and embedded in multiple worlds that traverse the Earth. However, the Earth is not ‘our’ world, as the grand theories of IR, and some accounts of the Anthropocene have it – an object and possession to be appropriated, circumnavigated, instrumentalised and englobed.65 Rather, it is a complex of worlds that we share, co-constitute, create, destroy and inhabit with countless other life forms and beings.

The formation of the Anthropocene reflects a particular type of worlding, one in which the Earth is treated as raw material for the creation of a world tailored to human needs. Heidegger famously framed ‘earth’ and ‘world’ as two countervailing, conflicting forces that constrain and shape one another. We contend that existing political, economic and social conditions have pushed human worlding so far to one extreme that it has become almost entirely detached from the conditions of the Earth. Planet Politics calls, instead, for a mode of worlding that is responsive to, and grounded in, the Earth. One of these ways of being Earth-worldly is to embrace the condition of being entangled. We can interpret this term in the way that Heidegger66 did, as the condition of being mired in everyday human concerns, worries, and anxiety, to prolong existence. But, in contrast, we can and should reframe it as authors like Karen Barad67 and Donna Haraway68 have done. To them and many others, ‘entanglement’ is a radical, indeed fundamental condition of being-with, or, as Jean-Luc Nancy puts it, ‘being singular plural’.69 This means that no being is truly autonomous or separate, whether at the scale of international politics or of quantum physics. World itself is singular plural: what humans tend to refer to as ‘the’ world is actually a multiplicity of worlds at various scales that intersect, overlap, conflict, emerge as they surge across the Earth. World emerges from the poetics of existence, the collision of energy and matter, the tumult of agencies, the fusion and diffusion of bonds.

Worlds erupt from, and consist in, the intersection of **diverse forms of being** – material and intangible, organic and inorganic, ‘living’ and ‘nonliving’. Because of the tumultuousness of the Earth with which they are entangled, ‘**worlds’ are not static, rigid or permanent. They are permeable and fluid**. They can be **created**, **modified** – and, of course, destroyed. Concepts of violence, harm and (in)security that focus only on humans ignore at their peril the destruction and severance of worlds,70 **which undermines the conditions of plurality that enables life on Earth to thrive.**

#### 5] No intent-foresight distinction for states.

Enoch 07 Enoch, D [The Faculty of Law, The Hebrew Unviersity, Mount Scopus Campus, Jersusalem]. (2007). INTENDING, FORESEEING, AND THE STATE. Legal Theory, 13(02). doi:10.1017/s1352325207070048 https://www.cambridge.org/core/journals/legal-theory/article/intending-foreseeing-and-the-state/76B18896B94D5490ED0512D8E8DC54B2

The general difficulty of the intending-foreseeing distinction here stemmed, you will recall, from the feeling that attempting to pick and choose among the foreseen consequences of one’s actions those one is more and those one is less responsible for looks more like the preparation of a defense than like a genuine attempt to determine what is to be done. Hiding behind the intending-foreseeing distinction seems like an attempt to evade responsibility, and so thinking about the distinction in terms of responsibility serves 39. Anderson & Pildes, supra note 38. I will use this text as my example of an expressive theory here. 40. See id. at 1554, 1564. 41. For a general critique, see Mathew D. Adler, Expressive Theories of Law: A Skeptical Overview, 148 U. PA. L. REV. 1363 (1999–2000). 42. As Adler repeatedly notes, the understanding of expression Anderson & Pildes work with is amazingly broad, so that “To express an attitude through action is to act on the reasons the attitude gives us”; Anderson & Pildes, supra note 38, at 1510. If this is so, it seems that expression drops out of the picture and everything done with it can be done directly in terms of reasons. 43. This may be true of what Anderson and Pildes have in mind when they say that “expressive norms regulate actions by regulating the acceptable justifications for doing them”; id. at 1511. http://journals.cambridge.org Downloaded: 03 Aug 2014 IP address: 134.153.184.170 Intending, Foreseeing, and the State 91 to reduce even further the plausibility of attributing to it intrinsic moral significance. This consideration—however weighty in general—seems to me very weighty when applied to state action and to the decisions of state officials. For perhaps it may be argued that individuals are not required to undertake a global perspective, one that equally takes into account all foreseen consequences of their actions. Perhaps, in other words, individuals are entitled to (roughly) settle for having a good will, and beyond that let chips fall where they may. But this is precisely what stateswomen and statesmen—and certainly states—are not entitled to settle for.44 In making policy decisions, it is precisely the global (or at least statewide, or nationwide, or something of this sort) perspective that must be undertaken. Perhaps, for instance, an individual doctor is entitled to give her patient a scarce drug without thinking about tomorrow’s patients (I say “perhaps” because I am genuinely not sure about this), but surely when a state committee tries to formulate rules for the allocation of scarce medical drugs and treatments, it cannot hide behind the intending-foreseeing distinction, arguing that if it allows45 the doctor to give the drug to today’s patient, the death of tomorrow’s patient is merely foreseen and not intended. When making a policy-decision, this is clearly unacceptable. Or think about it this way (I follow Daryl Levinson here):46 perhaps restrictions on the responsibility of individuals are justified because individuals are autonomous, because much of the value in their lives comes from personal pursuits and relationships that are possible only if their responsibility for what goes on in the (more impersonal) world is restricted. But none of this is true of states and governments. They have no special relationships and pursuits, no personal interests, no autonomous lives to lead in anything like the sense in which these ideas are plausible when applied to individuals persons. So there is no reason to restrict the responsibility of states in anything like the way the responsibility of individuals is arguably restricted.47 States and state officials have much more comprehensive responsibilities than individuals do. Hiding behind the intending-foreseeing distinction thus more clearly constitutes an evasion of responsibility in the case of the former. So the evading-responsibility worry has much more force against the intending-foreseeing distinction when applied to state action than elsewhere.

#### 6] Calc indicts fail: A] Ethics- it would indict everything since they use events to understand how their ethics have worked B] Reciprocity- they are NIBs that create a 2:1 skew where I have to answer them to access offense while they only have to win one C] Internalism- asking why we value pain and pleasure is nonsensical cuz the answer is intrinsic since we just do, which means we still prefer hedonism despite shortcomings.

#### 7] Err affirmative, because of innate cognitive biases

GPP 17 (Global Priorities Project, Future of Humanity Institute at the University of Oxford, Ministry for Foreign Affairs of Finland, “Existential Risk: Diplomacy and Governance,” Global Priorities Project, 2017, <https://www.fhi.ox.ac.uk/wp-content/uploads/Existential-Risks-2017-01-23.pdf>,

1.3.1. Why existential risks are likely to be underinvested in There are several reasons why existential risk reduction is likely to be underinvested in. Firstly, it is a global public good. Economic theory predicts that such goods tend to be underprovided. The benefits of existential risk reduction are widely and indivisibly dispersed around the globe from the countries responsible for taking action. Consequently, a country which reduces existential risk gains only a small portion of the benefits but bears the full brunt of the costs. Countries thus have strong incentives to free ride, receiving the benefits of risk reduction without contributing. As a result, too few do what is in the common interest. Secondly, as already suggested above, existential risk reduction is an intergenerational public good: most of the benefits are enjoyed by future generations who have no say in the political process. For these goods, the problem is temporal free riding: the current generation enjoys the benefits of inaction while future generations bear the costs. Thirdly, many existential risks, such as machine superintelligence, engineered pandemics, and solar geoengineering, pose an unprecedented and uncertain future threat. Consequently, it is hard to develop a satisfactory governance regime for them: there are few existing governance instruments which can be applied to these risks, and it is unclear what shape new instruments should take. In this way, our position with regard to these emerging risks is comparable to the one we faced when nuclear weapons first became available. Cognitive biases also lead people to underestimate existential risks. Since there have not been any catastrophes of this magnitude, these risks are not salient to politicians and the public.72 This is an example of the misapplication of the availability heuristic, a mental shortcut which assumes that something is important only if it can be readily recalled. Another cognitive bias affecting perceptions of existential risk is scope neglect. In a seminal 1992 study, three groups were asked how much they would be willing to pay to save 2,000, 20,000 or 200,000 birds from drowning in uncovered oil ponds. The groups answered $80, $78, and $88, respectively.73 In this case, the size of the benefits had little effect on the scale of the preferred response. People become numbed to the effect of saving lives when the numbers get too large. 74 Scope neglect is a particularly acute problem for existential risk because the numbers at stake are so large. Due to scope neglect, decision-makers are prone to treat existential risks in a similar way to problems which are less severe by many orders of magnitude. A wide range of other cognitive biases are likely to affect the evaluation of existential risks.75

## 2

#### Interp: Debaters must disclose round reports on the 2021-22 NDCA LD wiki for every round they have debated this season immediately after the round and before the next round. Round reports disclose which positions were read or gone for in every speech

#### Violation: heres a screenshot

#### Standards

#### 1] Level playing field- Big schools can go around and collect flows but independents are left in the dark so rr’s are k2 our prep so we can prepare strats best. Accessilibility first and independent voter- its an impact multiplier

#### 2] strat education- round reports help novices understand the context in which positions are read by good debaters and help w brainstorming potential 1ncs vs affs and it helps kids who cant afford coaches

#### 3] pre round preps- 1ac’s/1ar’s give an idea of what type of debater someone is- they could go for theory every round but idk if they do because they have no round reports

#### Drop the debater

#### No rvis – they shouldn’t win for being fair the abuse is already done

## 3

#### The Global Economy is stabilizing and set for increases in 2021 but is still vulnerable to shocks

World Bank 6-8 6-8-2021 "The Global Economy: on Track for Strong but Uneven Growth as COVID-19 Still Weighs" <https://www.worldbank.org/en/news/feature/2021/06/08/the-global-economy-on-track-for-strong-but-uneven-growth-as-covid-19-still-weighs>

A year and a half since the onset of the COVID-19 pandemic, the global economy is poised to stage its most robust post-recession recovery in 80 years in 2021. But the rebound is expected to be uneven across countries, as major economies look set to register strong growth even as many developing economies lag. Global growth is expected to accelerate to 5.6% this year, largely on the strength in major economies such as the United States and China. And while growth for almost every region of the world has been revised upward for 2021, many continue to grapple with COVID-19 and what is likely to be its long shadow. Despite this year’s pickup, the level of global GDP in 2021 is expected to be 3.2% below pre-pandemic projections, and per capita GDP among many emerging market and developing economies is anticipated to remain below pre-COVID-19 peaks for an extended period. As the pandemic continues to flare, it will shape the path of global economic activity.

#### Strikes hurt the Economy – two warrants:

#### 1] They hurt critical core industries that is necessary for economic growth

McElroy 19 John McElroy 10-25-2019 "Strikes Hurt Everybody" <https://www.wardsauto.com/ideaxchange/strikes-hurt-everybody> (MPA at McCombs school of Business)

This creates a poisonous relationship between the company and its workforce. Many GM hourly workers don’t identify as GM employees. They identify as UAW members. And they see the union as the source of their jobs, not the company. It’s an unhealthy dynamic that puts GM at a disadvantage to non-union automakers in the U.S. like Honda and Toyota, where workers take pride in the company they work for and the products they make. Attacking the company in the media also drives away customers. Who wants to buy a shiny new car from a company that’s accused of underpaying its workers and treating them unfairly? Data from the Center for Automotive Research (CAR) in Ann Arbor, MI, show that GM loses market share during strikes and never gets it back. GM lost two percentage points during the 1998 strike, which in today’s market would represent a loss of 340,000 sales. Because GM reports sales on a quarterly basis we’ll only find out at the end of December if it lost market share from this strike. UAW members say one of their greatest concerns is job security. But causing a company to lose market share is a sure-fire path to more plant closings and layoffs. Even so, unions are incredibly important for boosting wages and benefits for working-class people. GM’s UAW-represented workers earn considerably more than their non-union counterparts, about $26,000 more per worker, per year, in total compensation. Without a union they never would have achieved that. Strikes are a powerful weapon for unions. They usually are the only way they can get management to accede to their demands. If not for the power of collective bargaining and the threat of a strike, management would largely ignore union demands. If you took away that threat, management would pay its workers peanuts. Just ask the Mexican line workers who are paid $1.50 an hour to make $50,000 BMWs. But strikes don’t just hurt the people walking the picket lines or the company they’re striking against. They hurt suppliers, car dealers and the communities located near the plants. The Anderson Economic Group estimates that 75,000 workers at supplier companies were temporarily laid off because of the GM strike. Unlike UAW picketers, those supplier workers won’t get any strike pay or an $11,000 contract signing bonus. No, most of them lost close to a month’s worth of wages, which must be financially devastating for them. GM’s suppliers also lost a lot of money. So now they’re cutting budgets and delaying capital investments to make up for the lost revenue, which is a further drag on the economy. According to CAR, the communities and states where GM’s plants are located collectively lost a couple of hundred million dollars in payroll and tax revenue. Some economists warn that if the strike were prolonged it could knock the state of Michigan – home to GM and the UAW – into a recession. That prompted the governor of Michigan, Gretchen Whitmer, to call GM CEO Mary Barra and UAW leaders and urge them to settle as fast as possible. So, while the UAW managed to get a nice raise for its members, the strike left a path of destruction in its wake. That’s not fair to the innocent bystanders who will never regain what they lost. John McElroyI’m not sure how this will ever be resolved. I understand the need for collective bargaining and the threat of a strike. But there’s got to be a better way to get workers a raise without torching the countryside.

#### 2] Strikes create a stigmatization effect over labor and consumption that devastates the Economy

Tenza 20, Mlungisi. "The effects of violent strikes on the economy of a developing country: a case of South Africa." Obiter 41.3 (2020): 519-537. (Senior Lecturer, University of KwaZulu-Natal)

When South Africa obtained democracy in 1994, there was a dream of a better country with a new vision for industrial relations.5 However, the number of violent strikes that have bedevilled this country in recent years seems to have shattered-down the aspirations of a better South Africa. South Africa recorded 114 strikes in 2013 and 88 strikes in 2014, which cost the country about R6.1 billion according to the Department of Labour.6 The impact of these strikes has been hugely felt by the mining sector, particularly the platinum industry. The biggest strike took place in the platinum sector where about 70 000 mineworkers’ downed tools for better wages. Three major platinum producers (Impala, Anglo American and Lonmin Platinum Mines) were affected. The strike started on 23 January 2014 and ended on 25 June 2014. Business Day reported that “the five-month-long strike in the platinum sector pushed the economy to the brink of recession”. 7 This strike was closely followed by a four-week strike in the metal and engineering sector. All these strikes (and those not mentioned here) were characterised with violence accompanied by damage to property, intimidation, assault and sometimes the killing of people. Statistics from the metal and engineering sector showed that about 246 cases of intimidation were reported, 50 violent incidents occurred, and 85 cases of vandalism were recorded.8 Large-scale unemployment, soaring poverty levels and the dramatic income inequality that characterise the South African labour market provide a broad explanation for strike violence.9 While participating in a strike, workers’ stress levels leave them feeling frustrated at their seeming powerlessness, which in turn provokes further violent behaviour.10 These strikes are not only violent but take long to resolve. Generally, a lengthy strike has a negative effect on employment, reduces business confidence and increases the risk of economic stagflation. In addition, such strikes have a major setback on the growth of the economy and investment opportunities. It is common knowledge that consumer spending is directly linked to economic growth. At the same time, if the economy is not showing signs of growth, employment opportunities are shed, and poverty becomes the end result. The economy of South Africa is in need of rapid growth to enable it to deal with the high levels of unemployment and resultant poverty. One of the measures that may boost the country’s economic growth is by attracting potential investors to invest in the country. However, this might be difficult as investors would want to invest in a country where there is a likelihood of getting returns for their investments. The wish of getting returns for investment may not materialise if the labour environment is not fertile for such investments as a result of, for example, unstable labour relations. Therefore, investors may be reluctant to invest where there is an unstable or fragile labour relations environment. 3 THE COMMISSION OF VIOLENCE DURING A STRIKE AND CONSEQUENCES The Constitution guarantees every worker the right to join a trade union, participate in the activities and programmes of a trade union, and to strike. 11 The Constitution grants these rights to a “worker” as an individual.12 However, the right to strike and any other conduct in contemplation or furtherance of a strike such as a picket13 can only be exercised by workers acting collectively.14 The right to strike and participation in the activities of a trade union were given more effect through the enactment of the Labour Relations Act 66 of 199515 (LRA). The main purpose of the LRA is to “advance economic development, social justice, labour peace and the democratisation of the workplace”. 16 The advancement of social justice means that the exercise of the right to strike must advance the interests of workers and at the same time workers must refrain from any conduct that can affect those who are not on strike as well members of society. Even though the right to strike and the right to participate in the activities of a trade union that often flow from a strike17 are guaranteed in the Constitution and specifically regulated by the LRA, it sometimes happens that the right to strike is exercised for purposes not intended by the Constitution and the LRA, generally. 18 For example, it was not the intention of the Constitutional Assembly and the legislature that violence should be used during strikes or pickets. As the Constitution provides, pickets are meant to be peaceful. 19 Contrary to section 17 of the Constitution, the conduct of workers participating in a strike or picket has changed in recent years with workers trying to emphasise their grievances by causing disharmony and chaos in public. A media report by the South African Institute of Race Relations pointed out that between the years 1999 and 2012 there were 181 strike-related deaths, 313 injuries and 3,058 people were arrested for public violence associated with strikes.20 The question is whether employers succumb easily to workers’ demands if a strike is accompanied by violence? In response to this question, one worker remarked as follows: “[T]here is no sweet strike, there is no Christian strike … A strike is a strike. [Y]ou want to get back what belongs to you ... you won’t win a strike with a Bible. You do not wear high heels and carry an umbrella and say ‘1992 was under apartheid, 2007 is under ANC’. You won’t win a strike like that.” 21 The use of violence during industrial action affects not only the strikers or picketers, the employer and his or her business but it also affects innocent members of the public, non-striking employees, the environment and the economy at large. In addition, striking workers visit non-striking workers’ homes, often at night, threaten them and in some cases, assault or even murder workers who are acting as replacement labour. 22 This points to the fact that for many workers and their families’ living conditions remain unsafe and vulnerable to damage due to violence. In Security Services Employers Organisation v SA Transport & Allied Workers Union (SATAWU),23 it was reported that about 20 people were thrown out of moving trains in the Gauteng province; most of them were security guards who were not on strike and who were believed to be targeted by their striking colleagues. Two of them died, while others were admitted to hospitals with serious injuries.24 In SA Chemical Catering & Allied Workers Union v Check One (Pty) Ltd,25 striking employees were carrying various weapons ranging from sticks, pipes, planks and bottles. One of the strikers Mr Nqoko was alleged to have threatened to cut the throats of those employees who had been brought from other branches of the employer’s business to help in the branch where employees were on strike. Such conduct was held not to be in line with good conduct of striking.26 These examples from case law show that South Africa is facing a problem that is affecting not only the industrial relations’ sector but also the economy at large. For example, in 2012, during a strike by workers employed by Lonmin in Marikana, the then-new union Association of Mine & Construction Workers Union (AMCU) wanted to exert its presence after it appeared that many workers were not happy with the way the majority union, National Union of Mine Workers (NUM), handled negotiations with the employer (Lonmin Mine). AMCU went on an unprotected strike which was violent and resulted in the loss of lives, damage to property and negative economic consequences including a weakened currency, reduced global investment, declining productivity, and increase unemployment in the affected sectors.27 Further, the unreasonably long time it takes for strikes to get resolved in the Republic has a negative effect on the business of the employer, the economy and employment. 3 1 Effects of violent and long strikes on the economy Generally, South Africa’s economy is on a downward scale. First, it fails to create employment opportunities for its people. The recent statistics on unemployment levels indicate that unemployment has increased from 26.5% to 27.2%. 28 The most prominent strike which nearly brought the platinum industries to its knees was the strike convened by AMCU in 2014. The strike started on 23 January 2014 and ended on 24 June 2014. It affected the three big platinum producers in the Republic, which are the Anglo American Platinum, Lonmin Plc and Impala Platinum. It was the longest strike since the dawn of democracy in 1994. As a result of this strike, the platinum industries lost billions of rands.29 According to the report by Economic Research Southern Africa, the platinum group metals industry is South Africa’s second-largest export earner behind gold and contributes just over 2% of the country’s Gross Domestic Product (GDP).30 The overall metal ores in the mining industry which include platinum sells about 70% of its output to the export market while sales to local manufacturers of basic metals, fabricated metal products and various other metal equipment and machinery make up to 20%. 31 The research indicates that the overall impact of the strike in 2014 was driven by a reduction in productive capital in the mining sector, accompanied by a decrease in labour available to the economy. This resulted in a sharp increase in the price of the output by 5.8% with a GDP declined by 0.72 and 0.78%.32

#### Err Negative – over-estimate the effect on Strikes on the economy since traditional economic measures underestimate the damage.

Babb No Date Katrina Babb "Chapter 11: The Economic Impact of Unions" <http://isu.indstate.edu/conant/ecn351/ch11/chapter11.htm> (Professor of Economic at Indiana State)

Strikes ­ Simple statistics on strike activity suggest that strikes are relatively rare and the associated aggregate economic losses are relatively minimal. Table 11-3 provides data on major work stoppages, defined as those involving 1000 or more workers and lasting at least one full day or one work shift. But these data can be misleading as a measure of the costliness of a strike.On the one hand, employers in the struck industry may have anticipated the strike and worked their labor force overtime to accumulate inventories to supply customers during the strike period, so that the work lost data overstates the actual loss. On the other hand, the amount lost can be understated by the data if production in associated industries ( those that buy inputs from the struck industry or sell products to it) is disrupted. As a broad generalization, the adverse effects of a strike on nonstriking firms and customers are likely to be greater when services are involved and less when products are involved. Remember, that strikes are the result of the failure of both parties to the negotiation, so it is inaccurate to attribute all of the costs associated with a strike to labor alone.

#### Economic Collapse goes Nuclear.

Tønnesson 15, Stein. "Deterrence, interdependence and Sino–US peace." International Area Studies Review 18.3 (2015): 297-311. (the Department of Peace and Conflict, Uppsala University, Sweden, and Peace research Institute Oslo (PRIO), Norway)

Several recent works on China and Sino–US relations have made substantial contributions to the current understanding of how and under what circumstances a combination of nuclear deterrence and economic interdependence may reduce the risk of war between major powers. At least four conclusions can be drawn from the review above: first, those who say that interdependence may both inhibit and drive conflict are right. Interdependence raises the cost of conflict for all sides but asymmetrical or unbalanced dependencies and negative trade expectations may generate tensions leading to trade wars among inter-dependent states that in turn increase the risk of military conflict (Copeland, 2015: 1, 14, 437; Roach, 2014). The risk may increase if one of the interdependent countries is governed by an inward-looking socio-economic coalition (Solingen, 2015); second, the risk of war between China and the US should not just be analysed bilaterally but include their allies and partners. Third party countries could drag China or the US into confrontation; third, in this context it is of some comfort that the three main economic powers in Northeast Asia (China, Japan and South Korea) are all deeply integrated economically through production networks within a global system of trade and finance (Ravenhill, 2014; Yoshimatsu, 2014: 576); and fourth, decisions for war and peace are taken by very few people, who act on the basis of their future expectations. International relations theory must be supplemented by foreign policy analysis in order to assess the value attributed by national decision-makers to economic development and their assessments of risks and opportunities. If leaders on either side of the Atlantic begin to seriously fear or anticipate their own nation’s decline then they may blame this on external dependence, appeal to anti-foreign sentiments, contemplate the use of force to gain respect or credibility, adopt protectionist policies, and ultimately refuse to be deterred by either nuclear arms or prospects of socioeconomic calamities. Such a dangerous shift could happen abruptly, i.e. under the instigation of actions by a third party – or against a third party. Yet as long as there is both nuclear deterrence and interdependence, the tensions in East Asia are unlikely to escalate to war. As Chan (2013) says, all states in the region are aware that they cannot count on support from either China or the US if they make provocative moves. The greatest risk is not that a territorial dispute leads to war under present circumstances but that changes in the world economy alter those circumstances in ways that render inter-state peace more precarious. If China and the US fail to rebalance their financial and trading relations (Roach, 2014) then a trade war could result, interrupting transnational production networks, provoking social distress, and exacerbating nationalist emotions. This could have unforeseen consequences in the field of security, with nuclear deterrence remaining the only factor to protect the world from Armageddon, and unreliably so. Deterrence could lose its credibility: one of the two great powers might gamble that the other yield in a cyber-war or conventional limited war, or third party countries might engage in conflict with each other, with a view to obliging Washington or Beijing to intervene.

## Case

#### First massive concession – they say in cross kant says its bad for ppl to die which concedes util

#### 1] No maxim is universalizable – everyone acts in their own interests and on pleasure and pain – collapses to util

2**] on tjf’s util is better for ground because everything has a consequence and is offense under it, the wiki solves any disparities with prep, and TJFs are bad since they distract from phil ed and they are bad for small schools since these fws are intricate and take a lot of time/coaching to understand but empirical evidence is easy to find online and is more fair for smaller schools**

**3] on bindingness – if kant is talking about why we should care about somehtng it is acting on pleasure and pain which is a core function of util**

**4] Turn -- kant is circular**

#### Kant’s justification of the formula of humanity is circular

Huemer 93 [(Michael, Professor of Philosophy at the University of Colorado, Boulder) “A Critique of Kantian Ethics,” Graduate Seminar at Rutgers, Spring 1993, https://spot.colorado.edu/~huemer/papers/kant1.htm] TDI

The second problem with CI #2 is a circularity problem: Why should we treat people as ends and never merely as means? Because they in fact possess intrinsic, incommensurable value. Why do they possess such value? Because they are capable of morality, and dutiful action is the sole intrinsic, and incomparable, good in the world. But for this to be so surely presupposes that there are duties (presumably Kant didn't think that action according to false moral principles was good). Moral action is good only if we do in fact have obligations. And when we inquire into these duties we come full circle at last, learning that the only duty there is is the duty to treat people as ends (which we were trying to figure out why it existed to begin with). Ultimately, this alleged duty has no basis. The absolute worth Kant ascribes to human beings would only be warranted, from his argument, if he could show independently that there were obligations. If there were obligations to do some things other than just try to see to it that people follow obligations, then there could also be an obligation to do that. But the morality I suggested in the previous paragraph (of maximizing virtue) is an impossibility: there cannot be a moral imperative to do nothing but make sure people follow that very imperative. This is what would result if the sole principle of morality were (as Kant tries to make it) the importance of people's adhering to morality. This would be like a government whose only law said to treat law-abiding citizens in a certain way.

#### Constitutivism fails—showing we inevitably do engage in agency is insufficient to prove we ought to

Enoch 11 [(David, Philosophy Professor at Hebrew University) “Shmagency Revisited,” New Waves in Metaethics pp 208-233, 2011, https://link.springer.com/chapter/10.1057/9780230294899\_11] TDI

3.2 Irrelevance

So much, then, for the implausibility of the but-you-do-care response to the whyshould-I-care-about-(e.g.)-self-understanding challenge. What I want to argue now is that even if we ignore this implausibility, still this response cannot possibly work, because it does not even qualify as a response – it fails to address the challenge. The thought here is very simple: Noting that I do Φ is never a good answer to the question whether I should Φ. This is true for actions, and it is just as true for carings. Perhaps I do care about something; but how does noticing this fact count as an answer to the normative question whether I should care about it, or indeed as a reason for caring about it?

The point is not merely an is-ought-gap kind of point. True, some of us have somehow become very good at convincing ourselves that sometimes, an ought can after all be derived from an is, or that some normative facts or properties just are some natural facts or properties, or some such. But what we are up against here is an especially problematic instance of such a move – it is the move from someone caring about something, immediately to it being the case that she should care about it, or at least that she has a reason to so care. I take it even those of us with the strongest stomach for naturalistic fallacies should not be happy with such a move. When someone asks "Why should I care about self-understanding?" (or whatever else is constitutive of agency), and the response comes "But you do care!", all that is needed by way of counter-response is "So what? I asked whether I should care, not whether I 14 do. You haven't answered my question." The but-you-do-care response is thus no response at all. It is utterly irrelevant.

Constitutivists like to emphasize that the agency game is not just one we do play, but also one we cannot avoid playing, agency is – in certain senses – inescapable for creatures like us. Constitutivists then sometimes suggest that the inescapability of agency somehow helps with the shmagency challenge (and related challenges) 17.

Thus, Velleman (136-7) distinguishes two senses of inescapability, suggesting that their combined strength helps in answering the why-should-I-care-about-self-understanding challenge. His two senses may be labeled natural and dialectical18. Let me postpone discussion of dialectical inescapability to sections 5 through 7. The natural inescapability of agency seems to come down to the fact that we cannot opt out of the game of agency, such opting out is just not something we can do. We can, of course, choose to end our lives, but as I also noted in "Agency, Shmagency" (188), far from opting out of the game of agency, this would be a major move within this game. And we can temporarily opt out of this game, say by going to sleep. But still, acting and choosing is, as Korsgaard likes to put things, "our plight"19.

I want to concede that agency is indeed naturally inescapable for us. But I also want to note (as I did, to an extent, in "Agency, Shmagency" (188 and on)) that such inescapability does not matter in our context, and in particular does not render the but- you-do-care response any better. For the move from "You inescapably Φ" to "You should Φ" is no better – not even the tiniest little bit – than the move from "You actually Φ" to "You should Φ".

Perhaps Velleman appreciates this point. Perhaps this is why he suggests (137) that the inescapability of agency (and so, on his theory, of caring about self-understanding) does not so much show that one should care about self-understanding, as it renders moot the question whether one should so care20. And, of course, there is something to this point: It would, for instance, seem unwise to devote many resources into an attempt to answer the question whether I should Φ, when I cannot avoid Φing. But we are not here in the business of allocating research grants. Rather, we are in the business of finding the best theory of normativity – after all, it is the constitutivist ambition to give us such a theory; and it was my point in "Agency, Shmagency" that constitutivism cannot live up to this ambition. And because this is the nature of our project, the mootness of the why-should-I-care question is simply beside the point. Its very intelligibility – and the fact that so far we do not have an adequate constitutivist reply to it, even if it is in some practical sense moot – suffices to cause serious trouble for constitutivism21.

Perhaps an example can help here: I am a latent and grudging patriot22. I reject patriotism and nationalism as morally unjustified. I am willing to defend this position in a philosophical or political argument. And yet I find myself moved by the sort of thing patriots are moved by (say, a flag, the national anthem, the success of a local sports team). In a sense, then, I care about such things. I can ask, and often have asked "Why should I care about such things?", and I'm rather confident that the answer is that I should not. If someone then tells me: "But you do care!" what she says will be true. Perhaps it's even true that (in some sense) patriotism of this kind is inescapable for me, that I cannot avoid it (for what it's worth – I've tried). But this does not even begin to answer the question whether I should especially care about, say, how well my country's tennis team does in the Davis Cup, and if so, why. That the question whether to care is in a sense moot for me – I cannot stop caring – is neither here nor there.

There may be a complication here. Constitutivists are typically existence internalists about reasons, they believe in a very strong connection between the reasons an agent has and her subjective motivational set. After all, and as stated at the outset, a major motivation for constitutivism is precisely the attempt to account for some kind of objectivity consistently with such internalism. And it may be thought that assuming internalism, the objection above fails. Assuming internalism, showing that you do care about something can, so this thought goes, show that you have a reason so to care, because internalism is precisely the claim that what you have reason to do and care about is very closely related to (roughly) what you care about. But this line of thought is mistaken. Internalism does indeed assert a close connection between your reasons and what you care about, but it does not take caring about something as sufficient to having a reason to care about it. An internalism that would commit itself to such a claim would be extremely implausible (as the grudging patriot example shows), and no internalist I know of takes this line. So even if we are 17 willing to assume – for the sake of argument – some constitutivist-friendly version of existence internalism about reasons, still this cannot bridge the gap between the whyshould-I-care question and the but-you-do-care answer. Even on internalism, more is needed for having a reason to care, and so the constitutivist still has not adequately addressed this question.

As I've already hinted several times, Velleman seems to notice these points. Though he says the inescapability of agency renders the question "Why should I care about self-understanding?" moot, he also continues to further discuss it, suggesting – even saying explicitly (138) – that it still calls for an answer, that "But you do care!" does not suffice as an answer. We will return to what he has to say here in section 5.

#### Kant can’t resolve value conflicts—collapses to util

Huemer 93 [(Michael, Professor of Philosophy at the University of Colorado, Boulder) “A Critique of Kantian Ethics,” Graduate Seminar at Rutgers, Spring 1993, https://spot.colorado.edu/~huemer/papers/kant1.htm] TDI

With regard to any possible action where people have conflicting interests -- the action serves one person's interests while harming another's -- it could be argued that the person who performs or refrains from the action is treating one of the parties as a means, no matter what he chooses to do. If I have ten dollars which I can give to either of two people (perhaps one of whom is myself), then whomever I give it to, I will, perhaps, be accused of treating the other person merely as a means -- or at the least, of failing to treat him as an end. If this is so, it is impossible to adhere to the categorical imperative. Moreover, since the reason given for CI #2 is the absolute and incomparable value of human beings, there is no way to make choices between people. Since one cannot compare the value of one person to that of another person, or to anything else, in a situation in which one is given a choice between different people (suppose there are a limited number of life rafts on the Titanic), there is nothing one can do. If values are incommensurable, we cannot say a hundred deaths are worse than one.

Frankly, I find this doctrine irrational. It ignores the fact that there are situations in which we are forced to compare values. We have to decide, for instance, how much money to spend on health care -- if we choose to take health as an incommensurable value, then there is little doubt it can consume the entirety of the gross national product of the country, and leave no time or resources for anything else. This is what any 'absolute value' in this sense will do: it will destroy everything else. For this reason it is logically impossible to have multiple absolute and overriding values -- they must come into conflict, in which case they can not both be treated as absolute. Moreover, the concept of incomparable values is just mathematically absurd -- the notion of a quantity that is neither greater nor less than, nor yet equal to, another quantity (both being quantities of the same thing, as value, or mass, etc.) is mathematically absurd. Kant appears to want this incoherent idea to justify his principle of never treating people as means. If he admitted comparison of values, then one might sometimes be required to sacrifice one person for the sake of others. If he merely said all people were equally valuable, then two people would be twice as valuable as one, so you could kill one person in order to save two. That, of course, is only on consequentialist assumptions. Kant's theory of the incomparability of values (his theory of 'dignity') is his way of undermining consequentialism. I think it is unsuccessful, although I do not think it is the only possible way of undermining consequentialism.

#### Bad action problem—Korsgaard can’t explain agents not acting in accordance with their constitutive aims

Katsafanas 19 **summarizes** [(Paul, Associate Professor of Philosophy at Boston University) “Constitutivism about Practical Reasons,” Boston University Libraries, 31 October 2019, https://www.bu.edu/cas-promotion/files/2019/11/8-Constitutivism.pdf] TDI

16.5.5 The Bad Action Problem

The constitutivist wants to move from the claim (i) Action has constitutive feature F. to the claim (ii) F is the standard of success for action. Railton (1997) and Clark (2001) have argued that this creates a problem: according to (i), every action has F; according to (ii), F is the standard of success for action. It follows that every action is a success. In other words, it seems that there is no distance between something’s being an action and its being a good action.

#### 1] Strikes violate individual autonomy by exercising coercion.

Gourevitch 18 [Alex; Brown University; “The Right to Strike: A Radical View,” American Political Science Review; 2018; [https://sci-hub.se/10.1017/s0003055418000321]](https://sci-hub.se/10.1017/s0003055418000321%5d//SJWen) Justin

\*\*Edited for ableist language

Every liberal democracy recognizes that workers have a right to strike. That right is protected in law, sometimes in the constitution itself. Yet strikes pose serious problems for liberal societies. They involve violence and coercion, they often violate some basic liberal liberties, they appear to involve group rights having priority over individual ones, and they can threaten public order itself. Strikes are also one of the most common forms of disruptive collective protest in modern history. Even given the dramatic decline in strike activity since its peak in the 1970s, they can play significant roles in our lives. For instance, just over the past few years in the United States, large illegal strikes by teachers ~~paralyzed~~ froze major school districts in Chicago and Seattle, as well as statewide in West Virginia, Oklahoma, Arizona, and Colorado; a strike by taxi drivers played a major role in debates and court decisions regarding immigration; and strikes by retail and foodservice workers were instrumental in getting new minimum wage and other legislation passed in states like California, New York, and North Carolina. Yet, despite their significance, there is almost no political philosophy written about strikes.1 This despite the enormous literature on neighboring forms of protest like nonviolence, civil disobedience, conscientious refusal, and social movements.

The right to strike raises far more issues than a single essay can handle. In what follows, I address a particularly significant problem regarding the right to strike and its relation to coercive strike tactics. I argue that strikes present a dilemma for liberal societies because for most workers to have a reasonable chance of success they need to use some coercive strike tactics. But these coercive strike tactics both violate the law and infringe upon what are widely held to be basic liberal rights. To resolve this dilemma, we have to know why workers have the right to strike in the first place. I argue that the best way of understanding the right to strike is as a right to resist the oppression that workers face in the standard liberal capitalist economy. This way of understanding the right explains why the use of coercive strike tactics is not morally constrained by the requirement to respect the basic liberties nor the related laws that strikers violate when using certain coercive tactics.

#### 2] The process of strike uses patients or beneficiaries of work as a means to an end

**Howard 20** [Danielle Howard,, Mar 2020, "What Should Physicians Consider Prior to Unionizing?," Journal of Ethics | American Medical Association, [https://journalofethics.ama-assn.org/article/what-should-physicians-consider-prior-unionizing/2020-03 //](https://journalofethics.ama-assn.org/article/what-should-physicians-consider-prior-unionizing/2020-03%20//) LEX JB]

* Written in the context of doctors, warrant can be used for all jobs

The possible disadvantage to patients highlights the crux of the moral issue of physician strikes. In Immanuel **Kant’s** *Groundwork for the Metaphysics of Morals*, one formulation of the categorical imperative is **to “Act in such a way as to treat humanity, whether in your own person or in that of anyone else, always as an end and never merely as a means**.”24 When patient care is leveraged by physicians during strikes, patients serve as a means to the union’s ends. Unless physicians act to improve *everyone’s*care, union action—if it jeopardizes the care of some hospitalized patients, for example—cannot be ethical. It is for this reason that, in the case of **physicians looking to form a new union**, the argument can be made that unionization should be used only as a last resort. Physician union **members must be prepared to utilize collective action and accept its risks to patient care, but every effort should be made to avoid actions that risk harm to patients.**

#### 3] The aff homogenizes all strikes as an unconditional right which is unethical.

Loewy 2K, Erich H. "Of healthcare professionals, ethics, and strikes." Cambridge Q. Healthcare Ethics 9 (2000): 513. (Erich H. Loewy M.D., F.A.C.P., was born in Vienna, Austria in 1927 and was able to escape first to England and then to the U.S. in late 1938. He was initially trained as a cardiologist. He taught at Case Western Reserve and practiced in Cleveland, Ohio. After 14 years he devoted himself fully to Bioethics and taught at the University of Illinois for 12 years. In 1996 he was selected as the first endowed Alumni Association Chair of Bioethics at the University of California Davis School of Medicine and has taught there since.) JG

It would seem then that the ethical considerations for workers striking in an industry such as a shoe factory or a chain grocery store are quite different from the ethical considerations for workers in sanitation, police, or fire departments, or for professionals such as teachers or those involved directly in healthcare. Even in the latter “professional” category, there are subtle but distinct differences of “rights” and obligations. However, one cannot conclude that for workers in essential industries strikes are simply ethically not permissible, whereas they are permissible for workers in less essential industries. Strikes, by necessity, injure another, and injuring another cannot be ethically neutral. Injuring others is prima facie ethically problematic—that is, unless a good and weighty argument for doing so can be made, injuring another is not ethically proper. Striking by a worker, in as much as doing so injures another or others, is only a conditional right. A compelling ethical argument in favor of striking is needed as well as an ethical argument in favor of striking at the time and in the way planned. It remains to delineate the conditions under which strikes, especially strikes by workers in essential industries and even more so by persons who consider themselves to be “professionals,” may legitimately proceed and yet fulfill their basic purpose.

#### 4] Free-riding: strikes are a form of free-riding since those who don’t participate still reap the benefits.

Dolsak and Prakash 19 [Nives and Aseem; We write on environmental issues, climate politics and NGOs; “Climate Strikes: What They Accomplish And How They Could Have More Impact,” 9/14/19; Forbes; <https://www.forbes.com/sites/prakashdolsak/2019/09/14/climate-strikes-what-they-accomplish-and-how-they-could-have-more-impact/?sh=2244a9bd5eed>] Justin

While strikes and protests build solidarity among their supporters, they are susceptible to collective action problems. This is because the goals that strikers pursue tend to create non-excludable benefits. That is, benefits such as climate protection can be enjoyed by both strikers and non-strikers. Thus, large participation in climate strikes will reveal that in spite of free-riding problems, a large number of people have a strong preference for climate action.

#### 5] Going on strike isn’t universalizable – a) if everyone leaves work then there will be no concept of a job b) everyone means the employer even leaves which is a contradiction in contraception

#### 6] No aff offense – no unique obligation of the state to give ability to strike – if a workplace is coercive you can use legal means or just find another job

#### 7] The 1AC’s offense is bogus – it conflates “right to strike” with “right to quit” – striking is not a legitimate right and is fundamentally unfair.

**Gourevitch, 16** **(Alex Gourevitch, associate professor of political science at Brown University, 6-13-2016, accessed on 10-12-2021, *Perspectives on Politics*, "Quitting Work but Not the Job: Liberty and the Right to Strike",** [**https://sci-hub.se/10.1017/S1537592716000049**](https://sci-hub.se/10.1017/S1537592716000049)**) \*brackets in original //D.Ying**

The right to strike is peculiar. It is not a right to quit. The right to quit is part of freedom of contract and the mirror of employment-at-will. Workers may quit when they no longer wish to work for an employer; employers may fire their employees when they no longer want to employ them. Either of those acts severs the contractual relationship and the two parties are no longer assumed to be in any relationship at all. The right to strike, however, assumes the continuity of the very relationship that is suspended. Workers on strike refuse to work but do not claim to have left the job. After all, the whole point of a strike is that it is a collective work stoppage, not a collective quitting of the job. This is the feature of the strike that has marked it out from other forms of social action. If a right to strike is not a right to quit, what is it? It is the right that workers claim to refuse to perform work they have agreed to do while retaining a right to the job. Most of what is peculiar, not to mention fraught, about a strike is contained in that latter clause. Yet, surprisingly, few commentators recognize just how central and yet peculiar this claim is. 16 Opponents of the right to strike are sometimes more alive to its distinctive features than defenders. One critic, for instance, makes the distinction between quitting and striking the basis of his entire argument: the unqualified right to withdraw labour, which is a clear right of free men, does not describe the behaviour of strikers.… Strikers … withdraw from the performance of their jobs, but in the only relevant sense they do not withdraw their labour. The jobs from which they have withdrawn performance belong to them, they maintain. 17 On what possible grounds may workers claim a right to a job they refuse to perform? While many say that every able-bodied person should have a right to work, and they might say that the state therefore has an obligation to provide everyone with a job, the argument for full employment never amounts to saying that workers have rights to specific jobs from specific private employers. For instance, in 1945, at the height of the push for federally-guaranteed full employment, the Senate committee considering the issue took care to argue that “the right to work has occasionally been misinterpreted as a right to specific jobs of some specific type and status.” After labeling this a “misinterpretation,” the committee’s report cited the following words from one of the bill’s leading advocates: “It is not the aim of the bill to provide specific jobs for specific individuals. Our economic system of free enterprise must have free opportunities for jobs for all who are able and want to work. Our American system owes no man a living, but it does owe every man an opportunity to make a living.” 18 These sentences remind us how puzzling, even alarming, the right to specific jobs can sound. In fact, in a liberal society the whole point is that claims on specific jobs are a relic of feudal thinking. In status-based societies, specific groups had rights to specific jobs in the name of corporate privilege. Occupations were tied to birth or guild membership, but not available to all equally. Liberal society, based on freedom of contract, was designed to destroy just that kind of unfair and oppressive status-based hierarchy. A common argument against striking workers is that they are latter-day guilds, protecting their sectional interests by refusing to let anyone else perform “their jobs.” 19 As one critic puts it, the strikers’ demand for an inalienable right to, and property in, a particular job cannot be made conformable to the principles of liberty under law for all … the endowment of the employee with some kind of property right in a job, [is a] prime example of this reversion to the governance of status. 20