### 1

#### Our Interpretation is the affirmative should instrumentally defend the resolution – hold the line, CX and the 1AC prove there’s no I-meet – anything new in the 1AR is either extra-T since it includes the non-topical parts of the Aff or effects-T since it’s a future result of the advocacy which both link to our offense.

#### “Resolved” means to enact by law.

Words & Phrases ’64

(Words and Phrases; 1964; Permanent Edition)

Definition of the word “resolve,” given by Webster is “to express an opinion or determination by resolution or vote; as ‘it was resolved by the legislature;” It is of similar force to the word “enact,” which is defined by Bouvier as meaning “to establish by law”.

#### [2] Standards to Prefer:

#### First - Fairness – radically re-contextualizing the resolution lets them defend any method tangentially related to the topic exploding Limits, which erases neg ground via perms and renders research burdens untenable by eviscerating predictable limits. Procedural questions come first – debate is a game and it makes no sense to skew a competitive activity as it requires effective negation which incentivizes argument refinement, but skewed burdens deck pedagogical engagement.

#### Second - Clash – picking any grounds for debate precludes the only common point of engagement, which obviates preround research and incentivizes retreat from controversy by eliminating any effective clash. Only the process of negation distinguishes debate and discussion by necessitating iterative testing and effective engagement, but an absence of constant refinement dooms revolutionary potential.

#### Prefer Competing Interpretations – reasonability is arbitrary and causes a race to the bottom. This means reject Aff Impact Turns predicated on their theory since we weren’t able to adequately prepare for it.

### 2

#### The standard is act hedonistic util. Prefer –

#### 1 – Pleasure and pain *are* intrinsic value and disvalue – everything else *regresses* – robust neuroscience.

Blum et al. 18
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**Pleasure** is not only one of the three primary reward functions but it also **defines reward.** As homeostasis explains the functions of only a limited number of rewards, the principal reason why particular stimuli, objects, events, situations, and activities are rewarding may be due to pleasure. This applies first of all to sex and to the primary homeostatic rewards of food and liquid and extends to money, taste, beauty, social encounters and nonmaterial, internally set, and intrinsic rewards. Pleasure, as the primary effect of rewards, drives the prime reward functions of learning, approach behavior, and decision making and provides the **basis for hedonic theories** of reward function. We are attracted by most rewards and exert intense efforts to obtain them, just because they are enjoyable [10].

Pleasure is a passive reaction that derives from the experience or prediction of reward and may lead to a long-lasting state of happiness. The word happiness is difficult to define. In fact, just obtaining physical pleasure may not be enough. One key to happiness involves a network of good friends. However, it is not obvious how the higher forms of satisfaction and pleasure are related to an ice cream cone, or to your team winning a sporting event. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure [14].

Pleasure as a hallmark of reward is sufficient for defining a reward, but it may not be necessary. A reward may generate positive learning and approach behavior simply because it contains substances that are essential for body function. When we are hungry, we may eat bad and unpleasant meals. A monkey who receives hundreds of small drops of water every morning in the laboratory is unlikely to feel a rush of pleasure every time it gets the 0.1 ml. Nevertheless, with these precautions in mind, we may define any stimulus, object, event, activity, or situation that has the potential to produce pleasure as a reward. In the context of reward deficiency or for disorders of addiction, homeostasis pursues pharmacological treatments: drugs to treat drug addiction, obesity, and other compulsive behaviors. The theory of allostasis suggests broader approaches - such as re-expanding the range of possible pleasures and providing opportunities to expend effort in their pursuit. [15]. It is noteworthy, the first animal studies eliciting approach behavior by electrical brain stimulation interpreted their findings as a discovery of the brain’s pleasure centers [16] which were later partly associated with midbrain dopamine neurons [17–19] despite the notorious difficulties of identifying emotions in animals.

Evolutionary theories of pleasure: The love connection BO:D

Charles Darwin and other biological scientists that have examined the biological evolution and its basic principles found various mechanisms that steer behavior and biological development. Besides their theory on natural selection, it was particularly the sexual selection process that gained significance in the latter context over the last century, especially when it comes to the question of what makes us “what we are,” i.e., human. However, the capacity to sexually select and evolve is not at all a human accomplishment alone or a sign of our uniqueness; yet, we humans, as it seems, are ingenious in fooling ourselves and others–when we are in love or desperately search for it.

It is well established that modern biological theory conjectures that **organisms are** the **result of evolutionary competition.** In fact, Richard Dawkins stresses gene survival and propagation as the basic mechanism of life [20]. Only genes that lead to the fittest phenotype will make it. It is noteworthy that the phenotype is selected based on behavior that maximizes gene propagation. To do so, the phenotype must survive and generate offspring, and be better at it than its competitors. Thus, the ultimate, distal function of rewards is to increase evolutionary fitness by ensuring the survival of the organism and reproduction. It is agreed that learning, approach, economic decisions, and positive emotions are the proximal functions through which phenotypes obtain other necessary nutrients for survival, mating, and care for offspring.

Behavioral reward functions have evolved to help individuals to survive and propagate their genes. Apparently, people need to live well and long enough to reproduce. Most would agree that homo-sapiens do so by ingesting the substances that make their bodies function properly. For this reason, foods and drinks are rewards. Additional rewards, including those used for economic exchanges, ensure sufficient palatable food and drink supply. Mating and gene propagation is supported by powerful sexual attraction. Additional properties, like body form, augment the chance to mate and nourish and defend offspring and are therefore also rewards. Care for offspring until they can reproduce themselves helps gene propagation and is rewarding; otherwise, many believe mating is useless. According to David E Comings, as any small edge will ultimately result in evolutionary advantage [21], additional reward mechanisms like novelty seeking and exploration widen the spectrum of available rewards and thus enhance the chance for survival, reproduction, and ultimate gene propagation. These functions may help us to obtain the benefits of distant rewards that are determined by our own interests and not immediately available in the environment. Thus the distal reward function in gene propagation and evolutionary fitness defines the proximal reward functions that we see in everyday behavior. That is why foods, drinks, mates, and offspring are rewarding.

There have been theories linking pleasure as a required component of health benefits salutogenesis, (salugenesis). In essence, under these terms, pleasure is described as a state or feeling of happiness and satisfaction resulting from an experience that one enjoys. Regarding pleasure, it is a double-edged sword, on the one hand, it promotes positive feelings (like mindfulness) and even better cognition, possibly through the release of dopamine [22]. But on the other hand, pleasure simultaneously encourages addiction and other negative behaviors, i.e., motivational toxicity. It is a complex neurobiological phenomenon, relying on reward circuitry or limbic activity. It is important to realize that through the “Brain Reward Cascade” (BRC) endorphin and endogenous morphinergic mechanisms may play a role [23]. While natural rewards are essential for survival and appetitive motivation leading to beneficial biological behaviors like eating, sex, and reproduction, crucial social interactions seem to further facilitate the positive effects exerted by pleasurable experiences. Indeed, experimentation with addictive drugs is capable of directly acting on reward pathways and causing deterioration of these systems promoting hypodopaminergia [24]. Most would agree that pleasurable activities can stimulate personal growth and may help to induce healthy behavioral changes, including stress management [25]. The work of Esch and Stefano [26] concerning the link between compassion and love implicate the brain reward system, and pleasure induction suggests that social contact in general, i.e., love, attachment, and compassion, can be highly effective in stress reduction, survival, and overall health.

Understanding the role of neurotransmission and pleasurable states both positive and negative have been adequately studied over many decades [26–37], but comparative anatomical and neurobiological function between animals and homo sapiens appear to be required and seem to be in an infancy stage.

Finding happiness is different between apes and humans

As stated earlier in this expert opinion one key to happiness involves a network of good friends [38]. However, it is not entirely clear exactly how the higher forms of satisfaction and pleasure are related to a sugar rush, winning a sports event or even sky diving, all of which augment dopamine release at the reward brain site. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure.

Remarkably, there are pathways for ordinary liking and pleasure, which are limited in scope as described above in this commentary. However, there are **many brain regions**, often termed hot and cold spots, that significantly **modulate** (increase or decrease) our **pleasure or** even produce **the opposite** of pleasure— that is disgust and fear [39]. One specific region of the nucleus accumbens is organized like a computer keyboard, with particular stimulus triggers in rows— producing an increase and decrease of pleasure and disgust. Moreover, the cortex has unique roles in the cognitive evaluation of our feelings of pleasure [40]. Importantly, the interplay of these multiple triggers and the higher brain centers in the prefrontal cortex are very intricate and are just being uncovered.

Desire and reward centers

It is surprising that many different sources of pleasure activate the same circuits between the mesocorticolimbic regions (Figure 1). Reward and desire are two aspects pleasure induction and have a very widespread, large circuit. Some part of this circuit distinguishes between desire and dread. The so-called pleasure circuitry called “REWARD” involves a well-known dopamine pathway in the mesolimbic system that can influence both pleasure and motivation.

In simplest terms, the well-established mesolimbic system is a dopamine circuit for reward. It starts in the ventral tegmental area (VTA) of the midbrain and travels to the nucleus accumbens (Figure 2). It is the cornerstone target to all addictions. The VTA is encompassed with neurons using glutamate, GABA, and dopamine. The nucleus accumbens (NAc) is located within the ventral striatum and is divided into two sub-regions—the motor and limbic regions associated with its core and shell, respectively. The NAc has spiny neurons that receive dopamine from the VTA and glutamate (a dopamine driver) from the hippocampus, amygdala and medial prefrontal cortex. Subsequently, the NAc projects GABA signals to an area termed the ventral pallidum (VP). The region is a relay station in the limbic loop of the basal ganglia, critical for motivation, behavior, emotions and the “Feel Good” response. This defined system of the brain is involved in all addictions –substance, and non –substance related. In 1995, our laboratory coined the term “Reward Deficiency Syndrome” (RDS) to describe genetic and epigenetic induced hypodopaminergia in the “Brain Reward Cascade” that contribute to addiction and compulsive behaviors [3,6,41].

Furthermore, ordinary “liking” of something, or pure pleasure, is represented by small regions mainly in the limbic system (old reptilian part of the brain). These may be part of larger neural circuits. In Latin, hedus is the term for “sweet”; and in Greek, hodone is the term for “pleasure.” Thus, the word Hedonic is now referring to various subcomponents of pleasure: some associated with purely sensory and others with more complex emotions involving morals, aesthetics, and social interactions. The capacity to have pleasure is part of being healthy and may even extend life, especially if linked to optimism as a dopaminergic response [42].

Psychiatric illness often includes symptoms of an abnormal inability to experience pleasure, referred to as anhedonia. A negative feeling state is called dysphoria, which can consist of many emotions such as pain, depression, anxiety, fear, and disgust. Previously many scientists used animal research to uncover the complex mechanisms of pleasure, liking, motivation and even emotions like panic and fear, as discussed above [43]. However, as a significant amount of related research about the specific brain regions of pleasure/reward circuitry has been derived from invasive studies of animals, these cannot be directly compared with subjective states experienced by humans.

In an attempt to resolve the controversy regarding the causal contributions of mesolimbic dopamine systems to reward, we have previously evaluated the three-main competing explanatory categories: “liking,” “learning,” and “wanting” [3]. That is, dopamine may mediate (a) liking: the hedonic impact of reward, (b) learning: learned predictions about rewarding effects, or (c) wanting: the pursuit of rewards by attributing incentive salience to reward-related stimuli [44]. We have evaluated these hypotheses, especially as they relate to the RDS, and we find that the incentive salience or “wanting” hypothesis of dopaminergic functioning is supported by a majority of the scientific evidence. Various neuroimaging studies have shown that anticipated behaviors such as sex and gaming, delicious foods and drugs of abuse all affect brain regions associated with reward networks, and may not be unidirectional. Drugs of abuse enhance dopamine signaling which sensitizes mesolimbic brain mechanisms that apparently evolved explicitly to attribute incentive salience to various rewards [45].

Addictive substances are voluntarily self-administered, and they enhance (directly or indirectly) dopaminergic synaptic function in the NAc. This activation of the brain reward networks (producing the ecstatic “high” that users seek). Although these circuits were initially thought to encode a set point of hedonic tone, it is now being considered to be far more complicated in function, also encoding attention, reward expectancy, disconfirmation of reward expectancy, and incentive motivation [46]. The argument about addiction as a disease may be confused with a predisposition to substance and nonsubstance rewards relative to the extreme effect of drugs of abuse on brain neurochemistry. The former sets up an individual to be at high risk through both genetic polymorphisms in reward genes as well as harmful epigenetic insult. Some Psychologists, even with all the data, still infer that addiction is not a disease [47]. Elevated stress levels, together with polymorphisms (genetic variations) of various dopaminergic genes and the genes related to other neurotransmitters (and their genetic variants), and may have an additive effect on vulnerability to various addictions [48]. In this regard, Vanyukov, et al. [48] suggested based on review that whereas the gateway hypothesis does not specify mechanistic connections between “stages,” and does not extend to the risks for addictions the concept of common liability to addictions may be more parsimonious. The latter theory is grounded in genetic theory and supported by data identifying common sources of variation in the risk for specific addictions (e.g., RDS). This commonality has identifiable neurobiological substrate and plausible evolutionary explanations.

Over many years the controversy of dopamine involvement in especially “pleasure” has led to confusion concerning separating motivation from actual pleasure (wanting versus liking) [49]. We take the position that animal studies cannot provide real clinical information as described by self-reports in humans. As mentioned earlier and in the abstract, on November 23rd, 2017, evidence for our concerns was discovered [50]

In essence, although nonhuman primate brains are similar to our own, the disparity between other primates and those of human cognitive abilities tells us that surface similarity is not the whole story. Sousa et al. [50] small case found various differentially expressed genes, to associate with pleasure related systems. Furthermore, the dopaminergic interneurons located in the human neocortex were absent from the neocortex of nonhuman African apes. Such differences in neuronal transcriptional programs may underlie a variety of neurodevelopmental disorders.

In simpler terms, the system controls the production of dopamine, a chemical messenger that plays a significant role in pleasure and rewards. The senior author, Dr. Nenad Sestan from Yale, stated: “Humans have evolved a dopamine system that is different than the one in chimpanzees.” This may explain why the behavior of humans is so unique from that of non-human primates, even though our brains are so surprisingly similar, Sestan said: “It might also shed light on why people are vulnerable to mental disorders such as autism (possibly even addiction).” Remarkably, this research finding emerged from an extensive, multicenter collaboration to compare the brains across several species. These researchers examined 247 specimens of neural tissue from six humans, five chimpanzees, and five macaque monkeys. Moreover, these investigators analyzed which genes were turned on or off in 16 regions of the brain. While the differences among species were subtle, **there was** a **remarkable contrast in** the **neocortices**, specifically in an area of the brain that is much more developed in humans than in chimpanzees. In fact, these researchers found that a gene called tyrosine hydroxylase (TH) for the enzyme, responsible for the production of dopamine, was expressed in the neocortex of humans, but not chimpanzees. As discussed earlier, dopamine is best known for its essential role within the brain’s reward system; the very system that responds to everything from sex, to gambling, to food, and to addictive drugs. However, dopamine also assists in regulating emotional responses, memory, and movement. Notably, abnormal dopamine levels have been linked to disorders including Parkinson’s, schizophrenia and spectrum disorders such as autism and addiction or RDS.

Nora Volkow, the director of NIDA, pointed out that one alluring possibility is that the neurotransmitter dopamine plays a substantial role in humans’ ability to pursue various rewards that are perhaps months or even years away in the future. This same idea has been suggested by Dr. Robert Sapolsky, a professor of biology and neurology at Stanford University. Dr. Sapolsky cited evidence that dopamine levels rise dramatically in humans when we anticipate potential rewards that are uncertain and even far off in our futures, such as retirement or even the possible alterlife. This may explain what often motivates people to work for things that have no apparent short-term benefit [51]. In similar work, Volkow and Bale [52] proposed a model in which dopamine can favor NOW processes through phasic signaling in reward circuits or LATER processes through tonic signaling in control circuits. Specifically, they suggest that through its modulation of the orbitofrontal cortex, which processes salience attribution, dopamine also enables shilting from NOW to LATER, while its modulation of the insula, which processes interoceptive information, influences the probability of selecting NOW versus LATER actions based on an individual’s physiological state. This hypothesis further supports the concept that disruptions along these circuits contribute to diverse pathologies, including obesity and addiction or RDS.

#### 2 – No intent-foresight distinction – if I foresee a consequence, then it becomes part of my deliberation since its intrinsic to my action

#### No intent foresight distinction for states.

Enoch 07 Enoch, D [The Faculty of Law, The Hebrew Unviersity, Mount Scopus Campus, Jersusalem]. (2007). INTENDING, FORESEEING, AND THE STATE. Legal Theory, 13(02). doi:10.1017/s1352325207070048 https://www.cambridge.org/core/journals/legal-theory/article/intending-foreseeing-and-the-state/76B18896B94D5490ED0512D8E8DC54B2

The general difficulty of the intending-foreseeing distinction here stemmed, you will recall, from the feeling that attempting to pick and choose among the foreseen consequences of one’s actions those one is more and those one is less responsible for looks more like the preparation of a defense than like a genuine attempt to determine what is to be done. Hiding behind the intending-foreseeing distinction seems like an attempt to evade responsibility, and so thinking about the distinction in terms of responsibility serves 39. Anderson & Pildes, supra note 38. I will use this text as my example of an expressive theory here. 40. See id. at 1554, 1564. 41. For a general critique, see Mathew D. Adler, Expressive Theories of Law: A Skeptical Overview, 148 U. PA. L. REV. 1363 (1999–2000). 42. As Adler repeatedly notes, the understanding of expression Anderson & Pildes work with is amazingly broad, so that “To express an attitude through action is to act on the reasons the attitude gives us”; Anderson & Pildes, supra note 38, at 1510. If this is so, it seems that expression drops out of the picture and everything done with it can be done directly in terms of reasons. 43. This may be true of what Anderson and Pildes have in mind when they say that “expressive norms regulate actions by regulating the acceptable justifications for doing them”; id. at 1511. http://journals.cambridge.org Downloaded: 03 Aug 2014 IP address: 134.153.184.170 Intending, Foreseeing, and the State 91 to reduce even further the plausibility of attributing to it intrinsic moral significance. This consideration—however weighty in general—seems to me very weighty when applied to state action and to the decisions of state officials. For perhaps it may be argued that individuals are not required to undertake a global perspective, one that equally takes into account all foreseen consequences of their actions. Perhaps, in other words, individuals are entitled to (roughly) settle for having a good will, and beyond that let chips fall where they may. But this is precisely what stateswomen and statesmen—and certainly states—are not entitled to settle for.44 In making policy decisions, it is precisely the global (or at least statewide, or nationwide, or something of this sort) perspective that must be undertaken. Perhaps, for instance, an individual doctor is entitled to give her patient a scarce drug without thinking about tomorrow’s patients (I say “perhaps” because I am genuinely not sure about this), but surely when a state committee tries to formulate rules for the allocation of scarce medical drugs and treatments, it cannot hide behind the intending-foreseeing distinction, arguing that if it allows45 the doctor to give the drug to today’s patient, the death of tomorrow’s patient is merely foreseen and not intended. When making a policy-decision, this is clearly unacceptable. Or think about it this way (I follow Daryl Levinson here):46 perhaps restrictions on the responsibility of individuals are justified because individuals are autonomous, because much of the value in their lives comes from personal pursuits and relationships that are possible only if their responsibility for what goes on in the (more impersonal) world is restricted. But none of this is true of states and governments. They have no special relationships and pursuits, no personal interests, no autonomous lives to lead in anything like the sense in which these ideas are plausible when applied to individuals persons. So there is no reason to restrict the responsibility of states in anything like the way the responsibility of individuals is arguably restricted.47 States and state officials have much more comprehensive responsibilities than individuals do. Hiding behind the intending-foreseeing distinction thus more clearly constitutes an evasion of responsibility in the case of the former. So the evading-responsibility worry has much more force against the intending-foreseeing distinction when applied to state action than elsewhere.

#### 3 – Actor spec – governments lack wills or intentions and inevitably deals with tradeoffs – outweighs because agents have differing obligations.

#### 4 – No act omission distinction – choosing not to act is an action in of itself since you had to make an active decision to omit. Walking past a drowning baby and choosing not to save it is a cognitive decision you were faced with and you actively decided to keep walking b) warranting a distinction gives agents the permissible choice of omitting from any ethical action since omissions lack culpability.

### Case

They literally said the aff does nothing. Vote neg.

#### Vote neg on presumption –

#### A) Nothing spills over – there’s no connection between the ballot and chancing people’s attitudes. You encourage more teams to read framework which turns your offense and prevents the alteration of mindsets.

#### B) No warrant for a ballot – the competitive nature of debate coopts any ethical value of advocating the aff – winning rounds only makes it look like they just want to win which proves framework and means advocating by losing is more effective.

#### C) Debate – none of their evidence is specific to it – sets a high threshold for solvency and ignores how communicative norms operate.

#### D) Voting aff doesn’t access social change, but voting neg resolves our procedural impacts.

Ritter ‘13 (JD from U Texas Law (Michael J., “Overcoming The Fiction of “Social Change Through Debate”: What’s To Learn from 2pac’s Changes?,” National Journal of Speech and Debate, Vol. 2, Issue 1)

The structure of competitive interscholastic debate renders any message communicated in a debate round virtually **incapable of creating any social change**, either in the debate community or in general society. And to the extent that the fiction of social change through debate can be proven or disproven through empirical studies or surveys, academics instead have analyzed debate with **nonapplicable** rhetorical **theory** that **fails to account for the unique aspects** of competitive interscholastic debate. Rather, the current debate relating to activism and competitive interscholastic debate concerns the following: “What is the best model to promote social change?” But a more fundamental question that must be addressed first is: **“Can debate cause social change?”** Despite over two decades of opportunity to conduct and publish empirical studies or surveys, academic proponents of the fiction that debate can create social change have chosen **not to prove this fundamental assumption**, which—as this article argues—is **merely a fiction** that is **harmful in** most, if not **all, respects**. The position that competitive interscholastic debate can create social change is more properly characterized as a **fiction** than an argument. A fiction is an invented or fabricated idea purporting to be factual but is **not provable** by any human senses or rational thinking capability or is unproven by valid statistical studies. An argument, most basically, consists of a claim and some support for why the claim is true. If the support for the claim is false or its relation to the claim is illogical, then we can deduce that the particular argument does not help in ascertaining whether the claim is true. Interscholastic competitive debate is premised upon the assumption that debate is argumentation. Because fictions are necessarily not true or cannot be proven true by any means of argumentation, the competitive interscholastic debate community should be **incredibly critical** of those fictions and adopt them only if they promote the activity and its purposes.

Evaluate the ontology debate through skepticism – their theory of power is reductive and saps agency from Native individuals –

1) Progress Now – Tribal Exclusion Act, Agua Caliente, Dollar General prove that movements against neoliberalism exist now AND invite tribal sovereignty

Tribal General Welfare Exclusion Act – it stopped the IRS from taxing tribal government services and is a huge move towards tribal sovereignty that was followed by a $554 million settlement to the Navajo Nation – it proves the government is moving away from a history of breaking agreements and treaties with native groups

Dollar General v. Mississippi Band of Choctaw Indians – it provided Native groups much more jurisdiction over criminal proceedings which is a move towards tribal sovereignty

Agua Caliente Band v. Coachella Valley Water District – the case gave the Cahuilla tribe water rights to an aquifer in California – that enabled them to get safe, clean water and recognized parts of the land as theirs

#### 2) Settler colonialism is the result of a complex network of violence which makes challenging it productive.

Corey Snelgrove et al. 14, University of British Columbia; Rita Kaur Dhamoon, University of Victoria; and Jeff Corntassel, University of Victoria, 2014, “Unsettling settler colonialism: The discourse and politics of settlers, and solidarity with Indigenous nations,” Decolonization: Indigeneity, Education & Society, Vol. 3, No. 2, p. 1-32, http://decolonization.org/index.php/des/article/view/21166/17970

Corey: This relational, interdependent focus is also important amongst settlers ourselves – perhaps as a way to counter the flattening of differences that occurs amongst settlers, particularly in solidarity work. Settlers obviously need to be doing our own work and challenging ‘our’ institutions and practices that serve to protect or further colonization. But we can’t do this if we flatten the differences and ignore the inequalities and power relationships that exist within settler society. Not only does such flattening prevent much needed alliances but flattening itself can actually work to protect certain elements of settler colonialism. For instance, white supremacy works to naturalize white settler presence. In terms of solidarity then, I find it problematic for myself, as a white, class privileged, cis-hetero, and able bodied male (as well as people like me) to demand other peoples to act in solidarity, while also not holding myself (and others like me) responsible and accountable to other forms of violence that may be a contributing factor to the further reification of structures that support settler colonialism, like the State. Now I’m not arguing for the continued eschewal of Indigenous governance and legal orders because others experience violence, but rather, that the substantive recognition of Indigenous governance and legal orders also requires a dismantling of other, related forms of domination. This latter dismantling I see as necessary but also insufficient for the dismantling of settler colonialism. These sites and spaces of domination and resistance are distinct, but also connected dialectically. This seems to be something that settlers, white settlers specifically, have yet to articulate and take up, critique and act against. And this is perhaps most evident in how settlers seem to be continuously waiting for instruction from Indigenous peoples on how to act. Rita: I wonder if this relational approach is a more useful direction for settler colonial studies, not unlike the kind of work you do Jeff, in thinking about colonialism in a global, comparative context. Jeff: And I think, the more you can make those links, the British occupation of Maori territory is directly related to HBC’s strategy to begin treaty making here... All those things are interrelated. They are shared, and they are seen as shared strategies. The other thing I see is this impulse to delocalize it... it’s always that kind of Free Tibet Syndrome... the further away acts of genocide are from your location, the more outrage expressed at these injustices. It’s a way of avoiding complicity, but it’s also a way of recasting the gaze. It’s like, ‘We’re not going to look right here, because this appears to be fairly peaceful’ And so it’s always that sort of re-directing away from localized responsibility, and almost magnifying impacts farther away. Rita: So what settler colonial studies does do, is help us relocate to locality, which is helpful. You mention the HBC. I wonder what was the relationship between the Hudson Bay Company in Canada and the East India Company or the East Africa Company? If we’re thinking about settler colonialism as a structure, how is it related to other modalities of gendered and sexualized white supremacy? How are the logics of State sovereignty and authority over nonwhite bodies connected? If we’re thinking about it, as non-Indigenous peoples being ‘in solidarity’, part of that is locating, attacking the whole structure of imperialism that is deeply gendered and homonationalist, that depends on neo-liberal projects of prioritizing able-bodied workers who can serve capitalism. Corey: Part of this, I think, what we’ve been discussing here, relates to what I sometimes see as the framing of ‘settler’ as event, rather than structure – where we are perhaps overly focused on the question of ‘who’ at the expense of the ‘how’. If we don’t understand how settlers are produced we run the risk of representing settlers as some sort of transhistorical subject with transhistorical practices. So I’m worried that while in one moment the term ‘settler’ denaturalizes our – that is all non-Indigenous peoples – presence on Indigenous lands, in the next, and through this construction of the ‘settler’ as transhistorical, we renaturalize it. In short, we go from a disavowal of colonization, to its representation as inevitable. Here is where I think a historical materialist or genealogical approach to the production of settler subjects may be useful in showing how this production is conditioned by but also contingent on a number of factors – white supremacy, hetero-patriarchy, capitalism, colonization, the eschewal of Indigenous governance and legal orders, environmental degradation, etc. Now this is also not to say that the binary of Indigenous/Settler isn’t accurate. I think its fundamental. Rather, I think it is possible and important to recognize that there have been, and are, individuals (or even collectives) that might be referred to as something other than settlers by Indigenous peoples, perhaps as cousins. Or in a similar vein, that there have been and are practices by settlers that aren’t colonial (and here is where centering Indigenous peoples’ accounts of Indigenous-settler relations, as well as their own governance, legal and diplomatic orders is crucial). But I think it’s just as important to recognize that these relations have and do not occur despite settler colonial and imperial logics, and thus outside of the binary. Rather, such relations occur in the face of it. The binary then is fundamental as the logics that uphold the binary cannot be ignored due to the existence of possiblly good relations as the logics that uphold the binary threaten those relations through the pursuit of the elimination of Indigenous peoples. Rita: Yet, how do we act in light of these entanglements, and with, rather than overcoming differences? Corey: Tuck and Yang (2012) had this really great article, “Decolonization is not a Metaphor.” In it, they talk about the importance of an ethics of incommensurability – a recognition of how anti-racist and anti-capitalist struggles are incommensurable with decolonization. But what I’ve been thinking about recently is whether these struggles are incompatible. For example, in the Indigenous resurgence literature, there is a turn away, but it’s also not an outright rejection. It also demands settlers to change. Yet recognizing that settlers are (re)produced, the change demanded is not just an individual transformation, but one connected to broader social, economic, and political justice. There are then, it seems, potential lines of affinity between decolonization and others, though incommensurable, struggles. And in order to sustain this compatibility in the face of incommensurability, relationships are essential in order to maintain accountability and to resist repeating colonial and other relations of domination, as well as, in very strategic terms, in supporting each other’s resistance.

#### Vote neg- there’s no reason why colonization in space hurts native people on earth- the only warrant is that natives believe in sun, moon, etc gods, but no reason why private companies in space ruin their religious beliefs. B] extinction ow religion as long as no violence is being committed against people.

#### OST Fails

**Evanoff 17** [Kyle Evanoff, Kyle is a research associate in international economics and U.S. foreign policy at the Council on Foreign Relations 10/10/17, "The Outer Space Treaty’s Midlife Funk," Council on Foreign Relations [https://www.cfr.org/blog/outer-space-treatys-midlife-funk accessed 12/11/2021](https://www.cfr.org/blog/outer-space-treatys-midlife-funk%20accessed%2012/11/2021)] Adam

Half a century later, however, the Outer Space Treaty has entered something of a funk. Despite the universal aspirations of the UN Committee on the Peaceful Uses of Outer Space, which molded the document into its completed form, many of the principles enshrined within the text are less suited to the present than they were to their native Cold War milieu. While the anachronism has not reached crisis levels, current and foreseeable developments do present challenges for the treaty, heightening the potential for disputes. At the crux of the matter is the ongoing democratization of space. During the 1950s and ‘60s, when the fundamental principles of international space law took shape, only large national governments could afford the enormous outlays required for creating and maintaining a successful space program. In more recent decades, technological advances and new business models have broadened the range of spacefaring actors. Thanks to innovations such as reusable rockets, micro- and nanosatellites, and inflatable space station modules, costs are decreasing and private companies are crowding into the sector. This flurry of activity, known as New Space, promises nothing less than a complete transformation of the way that humans interact with space. Asteroid mining, for example, could eliminate the need to launch many essential materials from Earth, lowering logistical hurdles and enabling largescale in-space fabrication. Companies like Planetary Resources and Deep Space Industries, by extracting and selling useful resources in situ, could help to jumpstart a sustainable space economy. They might also profit from selling valuable commodities back on terra firma. As a recent (bullish) Goldman Sachs report noted, a single football-field-sized asteroid could contain $25 to $50 billion worth of platinum—enough to upend the terrestrial market. With astronomical sums at stake and the commercial sector kicking into high gear, legal questions are becoming a major concern. Many of these questions focus on Article II of the Outer Space Treaty, which prohibits national appropriation of space and the celestial bodies. Since another provision (Article VI) requires nongovernmental entities to operate under a national flag, some experts have suggested that asteroid mining, which would require a period of exclusive use, may violate the agreement. Others, however, contend that companies can claim ownership of extracted resources without claiming ownership of the asteroids themselves. They cite the lunar samples returned to Earth during the Apollo program as a precedent. Hoping to promote American space commerce, Congress formalized this more charitable legal interpretation in Title IV of the 2015 U.S. Commercial Space Launch Competitiveness Act. Luxembourg, which announced a €200 million asteroid mining fund last year, followed suit with its own law in August. Controversies like the one surrounding asteroid mining are par for the course when it comes to the Outer Space Treaty. The agreement’s insistence that space be used “for peaceful purposes” has long been the subject of intense debate. During the treaty-making process, Soviet jurists argued that peaceful meant “non-military” and that spy satellites were illegal; Americans, who enjoyed an early lead in orbital reconnaissance, interpreted peaceful to mean “non-aggressive” and came to the opposite conclusion. Decades later, the precise meaning of the phrase remains a matter of contention. While the Outer Space Treaty has survived past disputes intact, some experts and policymakers believe that an update is in order. Senator Ted Cruz (R-TX), for instance, worries that legal ambiguity could undermine the nascent commercial space sector—a justifiable concern. Russia and Brazil, among other countries, hold asteroid mining operations to constitute de facto national appropriation. And while there are plenty of asteroids to go around for now (NASA has catalogued nearly 8,000 near earth objects larger than 140 meters in diameter), more supply-side saturation could lead to conflicts over choice space rocks. The absence of clear property rights makes this prospect all the more likely. Plans to establish outposts on the moon and Mars present a bigger challenge still. Last week, prior to the first meeting of the revived National Space Council, Vice President Mike Pence described the need for “a renewed American presence on the moon, a vital strategic goal” in an op-ed for the Wall Street Journal. His piece came on the heels of SpaceX Founder and Chief Executive Officer Elon Musk’s announcement at the 2017 International Astronautical Congress of a revised plan to colonize the red planet, with the first human missions slated for 2024. Musk hopes for the colony to house one million inhabitants within the next fifty years. While mining might require only temporary use of the celestial bodies, full-fledged colonies would necessarily be more permanent affairs. With some national governments arguing that mining operations would constitute territorial claims, lunar and Martian bases are almost certain to enter the legal crosshairs. And, even under the favorable U.S. interpretation of the Outer Space Treaty, states and private companies would need to avoid making territorial claims. If viable colony locations are relatively few and far between, fierce competition could make asserting control a practical necessity. Even so, policymakers should avoid hasty attempts to overhaul the Outer Space Treaty. The uncertainties associated with altering the fundamental principles of international space law are greater than any existing ambiguities. Commercial spacefaring already entails high levels of risk; adding new regulatory hazards to the mix would jeopardize investment and could slow progress in the sector. While the current property rights regime may be untenable over longer timelines, it remains workable for now.