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#### Women are coming back to the workforce – but that hinges on stable school environments

**Dmitrieva and Shah 11/5** [Katia Dmitrieva and Jill R Shah, Jill and Katia are reporters for Bloomberg. 11-5-2021, "U.S. Women Are Coming Back to the Job Market," Bloomberg, <https://www.bloomberg.com/news/articles/2021-11-05/u-s-women-come-back-to-job-market-as-school-year-gets-under-way>] Adam

Women of childbearing age are returning to the U.S. workforce, showing a small improvement in their participation rate after a decline in September.

Participation among prime-age female workers, those 25 to 54 years old, rose slightly last month, Labor Department data released Friday [showed.](https://www.bls.gov/news.release/empsit.nr0.htm) It was little changed for men of the same age.

The small increase could be the first sign of a return many economists were predicting would happen in September as children went back to school. Women with children have particularly struggled over the course of the pandemic as school closures and a lack of care have hampered their ability to work.

#### Teacher strikes disproportionately hurt female participation in the workforce

**Jaume and Willén 19** [David Jaume y Alexander Willén, Jaume holds a Ph.D. in Economics from Cornell University, a master’s in economics from Universidad Nacional de La Plata (Argentina), and a BA in Economics from Universidad Nacional de Cuyo (Argentina). He is also a research affiliate at the Center for Distributive, Labor, and Social Studies (CEDLAS). Willén is a Professor of Economics at the Norwegian School of Economics. My main fields of interest are labor economics, public economics, and economics of education. He holds a PhD in Policy Analysis from Cornell University (2018), a MPP in Public Policy from Georgetown University (2013) and a BA from Durham University (2011). March 2019, Centro de Estudios Distributivos, [https://www.cedlas.econo.unlp.edu.ar/wp/wp-content/uploads/doc\_cedlas243.pdf Accessed 11/5/21](https://www.cedlas.econo.unlp.edu.ar/wp/wp-content/uploads/doc_cedlas243.pdf%20Accessed%2011/5/21)] Adam

Temporary school closures are common features of education systems across the globe, and a relatively large literature has investigated how TSCs impact the short- and long-run education and 25 labor market behavior of students. A neglected but equally important question relates to how TSCs affect the labor market behavior of parents. This is the first paper to present a detailed analysis on this topic. First, we provide a framework for thinking about the decision problem faced by parents in the event of a disruption to their children’s school services. Second, we exploit a novel identification strategy coupled with a rich and newly created data set to test the predictions of the model and examine the reduced-form effect of school disruptions on parental labor market decisions. To obtain plausibly exogenous variation in TSCs, we use variation in teacher strikes within and across provinces over time between parents with and without children in primary school. Results indicate that school disruptions negatively affect the labor force participation of mothers. These adverse labor supply effects translate into economically meaningful reductions in earnings and wages: a mother whose child is exposed to ten days of TSCs experiences a decline in earnings equivalent to 2.92% of the mean. Through auxiliary analysis we find that these effects are predominantly driven by low-skilled mothers at the margin of employment, such that TSCs disproportionally hurt an already vulnerable subgroup of mothers. A back-of-the-envelope calculation suggests that the average mother would be willing to forego more than 1.6 months of earnings in order to ensure that there are no TSCs while her child is in primary school. While we do not find any effects among fathers in general, fathers who are married to women with higher predicted relative earnings also experience negative labor market effects: A father who earns less than his wife and whose child is exposed to ten days of TSCs suffers a decline in his hourly wage equivalent to 2.09% of the mean. This result suggests that the labor supply response of parents depend, at least in part, on the relative income of each parent. However, this group of households is small, such that women are disproportionally affected by TSCs. These results thus imply that interruptions to core childcare services may exacerbate existing labor market and intra-household gender inequality by disproportionately affecting mothers. Our findings illustrate the importance of providing stable childcare options to mothers in order to maximize their ability to participate in the labor market and to prevent an augmentation of labor market and intra-household gender inequality. While the effect of TSCs on student outcomes can be reduced by offering make-up days at the end of the semester, this type of policy intervention would be unsuccessful in reducing the impact of TSCs on parental labor market behavior. An increased awareness of how TSCs affect parental labor market outcomes is therefore imperative for guiding the development of future childcare policies and establishing policy responses to TSCs.

#### Gender diversity in the workforce is key to innovation

Lorenzo 17 [Rocio, Partner and managing director at The Boston Consulting Group, J.D. University of Passau and University of Santiago de Compostela, “The Mix That Matters: Innovation Through Diversity,” 4/26, <https://www.bcg.com/publications/2017/people-organization-leadership-talent-innovation-through-diversity-mix-that-matters.aspx> Accessed 11/5/21] Adam

When companies undertake efforts to make their management teams more diverse by adding women and people from other countries, industries, and companies, does it pay off? In the critical area of innovation, the answer seems to be yes. A study of 171 German, Swiss, and Austrian companies shows a clear relationship between the diversity of companies’ management teams and the revenues they get from innovative products and services. (See “Study Methodology.”)

The study comes at a time when diversity’s business benefits have become a topic of intense discussion. In the past, the indirect benefits of diversity were sufficient—an expansion of the job candidate pool at all levels, or an increase in social and political status for the company. Direct financial benefits weren’t needed to justify diversity initiatives—no one could even say for sure if such benefits existed. This study shows that they do.

BCG and the Technical University of Munich conducted an empirical analysis to understand the relationship between diversity in management (defined as all levels of management, not just executive management) and innovation. (See “How Diversity and Innovation Are Defined in This Report.”) Although the research is concentrated in a particular geographic region, we believe that its insights apply globally. The following are the major findings:

•The positive relationship between management diversity and innovation is statistically significant, meaning that companies with higher levels of diversity get more revenue from new products and services.

•The innovation boost isn’t limited to a single type of diversity. The presence of managers who are female or from other countries, industries, or companies can cause an increase in innovation.

•Management diversity seems to have a particularly positive effect on innovation at complex companies—those that have multiple product lines or that operate in multiple industry segments. Diversity’s impact also increases with company size.

•To reach its potential, gender diversity needs to go beyond tokenism. In our study, innovation performance only increased significantly when the workforce included a nontrivial percentage of women (more than 20%) in management positions. Having a high percentage of female employees doesn’t do anything for innovation, the study shows, if only a small number of women are managers

•At companies with diverse management teams, openness to contributions from lower-level workers and an environment in which employees feel free to speak their minds are crucial in fostering innovation

DIVERSITY’S POSITIVE LINK TO INNOVATION

That management diversity might be linked to innovation isn’t a new concept. It’s rooted in the assumption that diversity leads to different perspectives and novel solutions. This is, however, a difficult thing to prove. Unlike other innovation catalysts— R&D spending, for instance, or a specific strategy emphasizing innovation—diversity has an indirect connection to innovation. Until now, most of the research about it has been more qualitative than quantitative.

The BCG-Technical University of Munich study used statistical methods—correlations and regression analyses—not only to show that a relationship exists between diversity and innovation but also to identify the types of companies that get the biggest innovation boost from diversity, the steps that companies can take to increase diversity’s power, and the types of diversity that matter the most. This last area of inquiry is particularly important because many companies’ diversity strategies are no longer focused solely on traditional forms of diversity, such as gender and nationality. Instead, they have expanded, under the catchphrase “2D diversity,” to incorporate so-called acquired diversity, which includes people with cross-industry expertise and nonlinear career paths.

The companies were first analyzed using the Blau index to aggregate their levels of diversity in six areas. (See the Appendix for an explanation of the statistical analysis and terms used in this report.) The resulting diversity score was plotted against each company’s innovation level. We found that innovation revenue—which we define as the share of revenues from new products and services in the most recent three-year period —rises with diversity. (See Exhibit 1.)

Diversity and innovation don’t affect each other directly, the way sales of umbrellas by a street vendor rise on a rainy day; the relationship is more complex. Moreover, there are quite a few factors beyond diversity that can affect a company’s ability to innovate— such as the creativity of its R&D department, the executive team’s attitude toward taking risks, and shareholders’ support of new ventures. Still, management diversity influences innovation on its own. Diversity and innovation move together, and the relationship is statistically significant—meaning that there is a high probability of its repeating in any large population of companies

An initial sense of diversity’s impact on innovation can be derived by comparing companies that are more diverse with those that are less diverse. In our study, companies with Blau index scores above 0.59 (above the median) have generated 38% more of their revenues, on average, from innovative products and services in the most recent three-year period than did companies below the median.

The study’s numbers become even more instructive when they are broken down along other dimensions. This more nuanced analysis yields insights about how to get the most out of diversity and which types of diversity offer the biggest advantage.

Of the six types of diversity analyzed in the study, four positively correlate with innovation: industry background, country of origin, career path, and gender. Age diversity (the extent to which managers are evenly distributed across age groups) is actually associated with less innovation. A sixth type of diversity, academic background, appears to have no impact at all on innovation, either positive or negative. (See Exhibit 2.)

#### Strong Innovation solves Extinction.

Matthews 18 Dylan Matthews 10-26-2018 “How to help people millions of years from now” <https://www.vox.com/future-perfect/2018/10/26/18023366/far-future-effective-altruism-existential-risk-doing-good> (Co-founder of Vox, citing Nick Beckstead @ Rutgers University)//Re-cut by Elmer

If you care about improving human lives, you should overwhelmingly care about those quadrillions of lives rather than the comparatively small number of people alive today. The 7.6 billion people now living, after all, amount to less than 0.003 percent of the population that will live in the future. It’s reasonable to suggest that those quadrillions of future people have, accordingly, hundreds of thousands of times more moral weight than those of us living here today do. That’s the basic argument behind Nick Beckstead’s 2013 Rutgers philosophy dissertation, “On the overwhelming importance of shaping the far future.” It’s a glorious mindfuck of a thesis, not least because Beckstead shows very convincingly that this is a conclusion any plausible moral view would reach. It’s not just something that weird utilitarians have to deal with. And Beckstead, to his considerable credit, walks the walk on this. He works at the Open Philanthropy Project on grants relating to the far future and runs a charitable fund for donors who want to prioritize the far future. And arguments from him and others have turned “long-termism” into a very vibrant, important strand of the effective altruism community. But what does prioritizing the far future even mean? The most literal thing it could mean is preventing human extinction, to ensure that the species persists as long as possible. For the long-term-focused effective altruists I know, that typically means identifying concrete threats to humanity’s continued existence — like unfriendly artificial intelligence, or a pandemic, or global warming/out of control geoengineering — and engaging in activities to prevent that specific eventuality. But in a set of slides he made in 2013, Beckstead makes a compelling case that while that’s certainly part of what caring about the far future entails, approaches that address specific threats to humanity (which he calls “targeted” approaches to the far future) have to complement “broad” approaches, where instead of trying to predict what’s going to kill us all, you just generally try to keep civilization running as best it can, so that it is, as a whole, well-equipped to deal with potential extinction events in the future, not just in 2030 or 2040 but in 3500 or 95000 or even 37 million. In other words, caring about the far future doesn’t mean just paying attention to low-probability risks of total annihilation; it also means acting on pressing needs now. For example: We’re going to be better prepared to prevent extinction from AI or a supervirus or global warming if society as a whole makes a lot of scientific progress. And a significant bottleneck there is that the vast majority of humanity doesn’t get high-enough-quality education to engage in scientific research, if they want to, which reduces the **odds that we have enough trained scientists to come up with the breakthroughs** we need as a civilization to survive and thrive. So maybe one of the best things we can do for the far future is to improve school systems — here and now — to harness the group economist Raj Chetty calls “lost Einsteins” (potential innovators who are thwarted by poverty and inequality in rich countries) and, more importantly, the hundreds of millions of kids in developing countries dealing with even worse education systems than those in depressed communities in the rich world. What if living ethically for the far future means living ethically now? Beckstead mentions some other broad, or very broad, ideas (these are all his descriptions): Help make computers faster so that people everywhere can work more efficiently Change intellectual property law so that technological innovation can happen more quickly Advocate for open borders so that people from poorly governed countries can move to better-governed countries and be more productive Meta-research: improve incentives and norms in academic work to better advance human knowledge Improve education Advocate for political party X to make future people have values more like political party X ”If you look at these areas (economic growth and technological progress, access to information, individual capability, social coordination, motives) a lot of everyday good works contribute,” Beckstead writes. “An implication of this is that a lot of everyday good works are good from a broad perspective, even though hardly anyone thinks explicitly in terms of far future standards.” Look at those examples again: It’s just a list of what normal altruistically motivated people, not effective altruism folks, generally do. Charities in the US love talking about the lost opportunities for innovation that poverty creates. Lots of smart people who want to make a difference become scientists, or try to work as teachers or on improving education policy, and lord knows there are plenty of people who become political party operatives out of a conviction that the moral consequences of the party’s platform are good. All of which is to say: Maybe effective altruists aren’t that special, or at least maybe we don’t have access to that many specific and weird conclusions about how best to help the world. If the far future is what matters, and generally trying to make the world work better is among the best ways to help the far future, then effective altruism just becomes plain ol’ do-goodery.

## 1NC – Util – New

#### The meta-ethic is desire.

#### 1] We can’t obtain evidence of goodness without desire – a posteriori knowledge outweighs.

Sayre-McCord 01

Geoffrey Sayre-McCord, Philosophy, University of North Carolina, Chapel Hill, "Mill's “Proof” Of The Principle of Utility: A More Than Half-Hearted Defense", Social Philosophy and Policy, 2001, accessed: 1 April 2020, <https://www.cambridge.org/core/journals/social-philosophy-and-policy/article/mills-proof-of-the-principle-of-utility-a-more-than-halfhearted-defense/FDBE07CBE08D4E17523930BF8C7BBC32>, R.S.

How is the argument supposed to go, if not by way of these multiple fallacies? Let us start with the principle of evidence and the analogy Mill draws between visibility and desirability. What is the analogy supposed to be if not one that commits Mill to interpreting "desirable" as "capable of being desired"? When it comes to visibility, no less than desirability, Mill explicitly denies that a "proof" in the "ordinary acceptation of the term" can be offered.25 As he notes, "To be incapable of proof by reasoning is com mon to all first principles; to the first premises of our knowledge, as well as to those of our conduct."26 Nonetheless, support -- that is, evidence, though not proof -- for the first premises of our **knowledge** is **provided by** "our **senses, and** our internal **consciousness.**" Mill's suggestion is that, when it comes to the first principles of conduct, desire play the same epistemic role that the senses play, when it comes to the first principles of knowledge. To understand this role, it is important to distinguish the fact that someone is sensing something from what is sensed, which is a distinction mirrored in the contrast bet ween the fact that someone is desiring something and what is desired. In the case of our senses, the evidence we have for our judgments concerning sensible qualities traces back to what is sensed, to the content of our sense-experience. Likewise, Mill is suggesting, in the case of value, the evidence we have for our judgments concerning value traces back to what is desired, to the content of our desires. Ultimately, the grounds we have for holding the principles we do must, he thinks, be traced back to our experience, to our senses and desires. Yet the evidence we have is not that we are sensing or desiring something but what it is that is sensed or desired.27 When we are having sensations of red, when what we are looking at appears red to us, we have evidence (albeit overrideable and defeasible evidence) that the thing is red. Moreover, if things never looked red to us, we could never get evidence that things were red, and would indeed never have developed the concept of redness. Similarly, when we are desiring things, when what we are considering appears good to us, we have evidence (albeit overrideable and defeasible evidence) that the thing is good. Moreover, **if we never desired** things, **we could never get evidence** that **things were good, and** would indeed **never have developed** the concept of **value.** 28 Recall that desire, for Mill, like taste, touch, sight, and smell, is a "passive sensibility." All of these, he holds, provide us with both the content that makes thought possible and the evidence we have for the conclusions that thought leads us to embrace. "Desiring a thing" and "thinking of it as desirable (unless for the sake of its consequences)" are treated by Mill as one an d the same, just as seeing a thing as red and thinking of it as red are one and the same.29 Accordingly, a person who desires x is a person who ipso facto sees x as desirable.30 Desiring something, for Mill, is a matter of seeing it under the guise of the good.31 This means that it is important, in the context of Mill's argument, that one not think of desires as mere preferences or as just any sort of motive. They constitute, according to Mill, a distinctive subclass of our motivational states, and are distinguished (at least in part) by t heir evaluative content.32 Thus, Mill is neither assuming nor arguing that something is good because we desire it; rather, he is depending on our desiring it as establishing that we see it as good. Mill's aim is to take what people already, and he thinks inevitably, see as desirable and argue that those views commit them to the value of the general happiness (whet her or not their desires follow the deliverances of t heir reason). Those who, like Mill, desire the general happiness already hold the view that the general happiness is desirable. They accept the claim that Mill is trying to defend. As Mill knows, however, there are many who do not have this desire -- many who desire only their own happiness, and some who even desire that others suffer. These are the people he sets out to persuade, along with others who are more generous and benevolent, but who nonetheless do not see happiness as desirable, and the only thin g desirable, as an end. Mill's argument is directed at convincing t hem all -- whether their desires follow or not -- that they have grounds for, and are in fact already com mitted to, regarding the happiness of others as valuable as an end. At the same time, while desiring something is a matter of seeing it as good, one could, on Mill's view, believe that something is good without desiring it, just as one can believe something is red without seeing it as red. While desire is supposed to be the fundamental source of our concept of, and evidence for, desirability, once the concept is in place there are contexts in which we will have reason to think it applies even when the corresponding sensible experience is lacking. Indeed, in Chapter IV, Mill is concerned not with generating a desire but with justifying the belief that happiness is desirable, and the only thing desirable, as an end, and so concerned with defending the standard for determining what should be desired.33 Mill recognizes that whatever argument he might hope to offer will need to appeal to evaluative claims people already accept (since he takes to heart Hume's caution concerning inferring an 'ought' from an 'is').34 The claim Mill thinks he can appeal to -- that one's own happiness is a good (i.e. desirable) -- is something licensed as available by people desiring their own happiness. Yet he is not supposing here that the fact that they desire their own happiness, or anything else, is proof that it is desirable, just as he would not suppose that the fact that someone sees something as red is proof that it is. Rather, he is supposing that if people desire their own happiness, or see something as red, one can rely on t hem having available, as a premise for further argument, the claim that their own happiness is desirable or that the thing is red (at least absent contrary evidence).35 As he puts it in the third paragraph, "If the end which the utilitarian doctrine proposes to itself were not, in theory and in practice, acknowledged to be an end nothing could ever convince any person that it was so." Thus, in appealing to the analogy bet ween judgments of sensible qualities and judgments of value, Mill is not trading on an ambiguity, nor does his argument here involve identifying being desirable with being desired or assuming that "desirable" means "desired." He is instead relying consistently on an empiricist account of concepts and their application -- on a view according to which we have the concepts, evidence, and knowledge we do only thanks to our having experiences of a certain sort. In the absence of the relevant experiences, he holds (with other empiricists), we would not only lack the required evidence for our judgments, we would lack the capacity to make the judgments in the first place. **In** the **presence of** the relevant **experience**s, though, **we have** both the concepts and the required **evidence** -- "not only all the proof which the case admits of, but all which it is possible to require."36

#### 2] Indifference – Even if there are a priori moral truths, I can choose to ignore them. Cognition is binding – if I put my hand on a hot stove, I can’t turn off my natural aversion to it.

#### The standard is maximizing expected well-being.

#### Prefer:

#### 1] Pleasure and pain are intrinsic value and disvalue – everything else regresses. Evolutionary knowledge is reliable – broad consensus and robust neuroscience prove.

Blum et al. 18

Kenneth Blum, 1Department of Psychiatry, Boonshoft School of Medicine, Dayton VA Medical Center, Wright State University, Dayton, OH, USA 2Department of Psychiatry, McKnight Brain Institute, University of Florida College of Medicine, Gainesville, FL, USA 3Department of Psychiatry and Behavioral Sciences, Keck Medicine University of Southern California, Los Angeles, CA, USA 4Division of Applied Clinical Research & Education, Dominion Diagnostics, LLC, North Kingstown, RI, USA 5Department of Precision Medicine, Geneus Health LLC, San Antonio, TX, USA 6Department of Addiction Research & Therapy, Nupathways Inc., Innsbrook, MO, USA 7Department of Clinical Neurology, Path Foundation, New York, NY, USA 8Division of Neuroscience-Based Addiction Therapy, The Shores Treatment & Recovery Center, Port Saint Lucie, FL, USA 9Institute of Psychology, Eötvös Loránd University, Budapest, Hungary 10Division of Addiction Research, Dominion Diagnostics, LLC. North Kingston, RI, USA 11Victory Nutrition International, Lederach, PA., USA 12National Human Genome Center at Howard University, Washington, DC., USA, Marjorie Gondré-Lewis, 12National Human Genome Center at Howard University, Washington, DC., USA 13Departments of Anatomy and Psychiatry, Howard University College of Medicine, Washington, DC US, Bruce Steinberg, 4Division of Applied Clinical Research & Education, Dominion Diagnostics, LLC, North Kingstown, RI, USA, Igor Elman, 15Department Psychiatry, Cooper University School of Medicine, Camden, NJ, USA, David Baron, 3Department of Psychiatry and Behavioral Sciences, Keck Medicine University of Southern California, Los Angeles, CA, USA, Edward J Modestino, 14Department of Psychology, Curry College, Milton, MA, USA, Rajendra D Badgaiyan, 15Department Psychiatry, Cooper University School of Medicine, Camden, NJ, USA, Mark S Gold 16Department of Psychiatry, Washington University, St. Louis, MO, USA, “Our evolved unique pleasure circuit makes humans different from apes: Reconsideration of data derived from animal studies”, U.S. Department of Veterans Affairs, 28 February 2018, accessed: 19 August 2020, <https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6446569/>, R.S.

**Pleasure** is not only one of the three primary reward functions but it also **defines reward.** As homeostasis explains the functions of only a limited number of rewards, the principal reason why particular stimuli, objects, events, situations, and activities are rewarding may be due to pleasure. This applies first of all to sex and to the primary homeostatic rewards of food and liquid and extends to money, taste, beauty, social encounters and nonmaterial, internally set, and intrinsic rewards. Pleasure, as the primary effect of rewards, drives the prime reward functions of learning, approach behavior, and decision making and provides the **basis for hedonic theories** of reward function. We are attracted by most rewards and exert intense efforts to obtain them, just because they are enjoyable [10]. Pleasure is a passive reaction that derives from the experience or prediction of reward and may lead to a long-lasting state of happiness. The word happiness is difficult to define. In fact, just obtaining physical pleasure may not be enough. One key to happiness involves a network of good friends. However, it is not obvious how the higher forms of satisfaction and pleasure are related to an ice cream cone, or to your team winning a sporting event. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure [14]. Pleasure as a hallmark of reward is sufficient for defining a reward, but it may not be necessary. A reward may generate positive learning and approach behavior simply because it contains substances that are essential for body function. When we are hungry, we may eat bad and unpleasant meals. A monkey who receives hundreds of small drops of water every morning in the laboratory is unlikely to feel a rush of pleasure every time it gets the 0.1 ml. Nevertheless, with these precautions in mind, we may define any stimulus, object, event, activity, or situation that has the potential to produce pleasure as a reward. In the context of reward deficiency or for disorders of addiction, homeostasis pursues pharmacological treatments: drugs to treat drug addiction, obesity, and other compulsive behaviors. The theory of allostasis suggests broader approaches - such as re-expanding the range of possible pleasures and providing opportunities to expend effort in their pursuit. [15]. It is noteworthy, the first animal studies eliciting approach behavior by electrical brain stimulation interpreted their findings as a discovery of the brain’s pleasure centers [16] which were later partly associated with midbrain dopamine neurons [17–19] despite the notorious difficulties of identifying emotions in animals. Evolutionary theories of pleasure: The love connection BO:D Charles Darwin and other biological scientists that have examined the biological evolution and its basic principles found various mechanisms that steer behavior and biological development. Besides their theory on natural selection, it was particularly the sexual selection process that gained significance in the latter context over the last century, especially when it comes to the question of what makes us “what we are,” i.e., human. However, the capacity to sexually select and evolve is not at all a human accomplishment alone or a sign of our uniqueness; yet, we humans, as it seems, are ingenious in fooling ourselves and others–when we are in love or desperately search for it. It is well established that modern biological theory conjectures that **organisms are** the **result of evolutionary competition.** In fact, Richard Dawkins stresses gene survival and propagation as the basic mechanism of life [20]. Only genes that lead to the fittest phenotype will make it. It is noteworthy that the phenotype is selected based on behavior that maximizes gene propagation. To do so, the phenotype must survive and generate offspring, and be better at it than its competitors. Thus, the ultimate, distal function of rewards is to increase evolutionary fitness by ensuring the survival of the organism and reproduction. It is agreed that learning, approach, economic decisions, and positive emotions are the proximal functions through which phenotypes obtain other necessary nutrients for survival, mating, and care for offspring. Behavioral reward functions have evolved to help individuals to survive and propagate their genes. Apparently, people need to live well and long enough to reproduce. Most would agree that homo-sapiens do so by ingesting the substances that make their bodies function properly. For this reason, foods and drinks are rewards. Additional rewards, including those used for economic exchanges, ensure sufficient palatable food and drink supply. Mating and gene propagation is supported by powerful sexual attraction. Additional properties, like body form, augment the chance to mate and nourish and defend offspring and are therefore also rewards. Care for offspring until they can reproduce themselves helps gene propagation and is rewarding; otherwise, many believe mating is useless. According to David E Comings, as any small edge will ultimately result in evolutionary advantage [21], additional reward mechanisms like novelty seeking and exploration widen the spectrum of available rewards and thus enhance the chance for survival, reproduction, and ultimate gene propagation. These functions may help us to obtain the benefits of distant rewards that are determined by our own interests and not immediately available in the environment. Thus the distal reward function in gene propagation and evolutionary fitness defines the proximal reward functions that we see in everyday behavior. That is why foods, drinks, mates, and offspring are rewarding. There have been theories linking pleasure as a required component of health benefits salutogenesis, (salugenesis). In essence, under these terms, pleasure is described as a state or feeling of happiness and satisfaction resulting from an experience that one enjoys. Regarding pleasure, it is a double-edged sword, on the one hand, it promotes positive feelings (like mindfulness) and even better cognition, possibly through the release of dopamine [22]. But on the other hand, pleasure simultaneously encourages addiction and other negative behaviors, i.e., motivational toxicity. It is a complex neurobiological phenomenon, relying on reward circuitry or limbic activity. It is important to realize that through the “Brain Reward Cascade” (BRC) endorphin and endogenous morphinergic mechanisms may play a role [23]. While natural rewards are essential for survival and appetitive motivation leading to beneficial biological behaviors like eating, sex, and reproduction, crucial social interactions seem to further facilitate the positive effects exerted by pleasurable experiences. Indeed, experimentation with addictive drugs is capable of directly acting on reward pathways and causing deterioration of these systems promoting hypodopaminergia [24]. Most would agree that pleasurable activities can stimulate personal growth and may help to induce healthy behavioral changes, including stress management [25]. The work of Esch and Stefano [26] concerning the link between compassion and love implicate the brain reward system, and pleasure induction suggests that social contact in general, i.e., love, attachment, and compassion, can be highly effective in stress reduction, survival, and overall health. Understanding the role of neurotransmission and pleasurable states both positive and negative have been adequately studied over many decades [26–37], but comparative anatomical and neurobiological function between animals and homo sapiens appear to be required and seem to be in an infancy stage. Finding happiness is different between apes and humans As stated earlier in this expert opinion one key to happiness involves a network of good friends [38]. However, it is not entirely clear exactly how the higher forms of satisfaction and pleasure are related to a sugar rush, winning a sports event or even sky diving, all of which augment dopamine release at the reward brain site. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure. Remarkably, there are pathways for ordinary liking and pleasure, which are limited in scope as described above in this commentary. However, there are **many brain regions**, often termed hot and cold spots, that significantly **modulate** (increase or decrease) our **pleasure or** even **produce the opposite** of pleasure— that is disgust and fear [39]. One specific region of the nucleus accumbens is organized like a computer keyboard, with particular stimulus triggers in rows— producing an increase and decrease of pleasure and disgust. Moreover, the cortex has unique roles in the cognitive evaluation of our feelings of pleasure [40]. Importantly, the interplay of these multiple triggers and the higher brain centers in the prefrontal cortex are very intricate and are just being uncovered. Desire and reward centers It is surprising that many different sources of pleasure activate the same circuits between the mesocorticolimbic regions (Figure 1). Reward and desire are two aspects pleasure induction and have a very widespread, large circuit. Some part of this circuit distinguishes between desire and dread. The so-called pleasure circuitry called “REWARD” involves a well-known dopamine pathway in the mesolimbic system that can influence both pleasure and motivation. In simplest terms, the well-established mesolimbic system is a dopamine circuit for reward. It starts in the ventral tegmental area (VTA) of the midbrain and travels to the nucleus accumbens (Figure 2). It is the cornerstone target to all addictions. The VTA is encompassed with neurons using glutamate, GABA, and dopamine. The nucleus accumbens (NAc) is located within the ventral striatum and is divided into two sub-regions—the motor and limbic regions associated with its core and shell, respectively. The NAc has spiny neurons that receive dopamine from the VTA and glutamate (a dopamine driver) from the hippocampus, amygdala and medial prefrontal cortex. Subsequently, the NAc projects GABA signals to an area termed the ventral pallidum (VP). The region is a relay station in the limbic loop of the basal ganglia, critical for motivation, behavior, emotions and the “Feel Good” response. This defined system of the brain is involved in all addictions –substance, and non –substance related. In 1995, our laboratory coined the term “Reward Deficiency Syndrome” (RDS) to describe genetic and epigenetic induced hypodopaminergia in the “Brain Reward Cascade” that contribute to addiction and compulsive behaviors [3,6,41]. Furthermore, ordinary “liking” of something, or pure pleasure, is represented by small regions mainly in the limbic system (old reptilian part of the brain). These may be part of larger neural circuits. In Latin, hedus is the term for “sweet”; and in Greek, hodone is the term for “pleasure.” Thus, the word Hedonic is now referring to various subcomponents of pleasure: some associated with purely sensory and others with more complex emotions involving morals, aesthetics, and social interactions. The capacity to have pleasure is part of being healthy and may even extend life, especially if linked to optimism as a dopaminergic response [42]. Psychiatric illness often includes symptoms of an abnormal inability to experience pleasure, referred to as anhedonia. A negative feeling state is called dysphoria, which can consist of many emotions such as pain, depression, anxiety, fear, and disgust. Previously many scientists used animal research to uncover the complex mechanisms of pleasure, liking, motivation and even emotions like panic and fear, as discussed above [43]. However, as a significant amount of related research about the specific brain regions of pleasure/reward circuitry has been derived from invasive studies of animals, these cannot be directly compared with subjective states experienced by humans. In an attempt to resolve the controversy regarding the causal contributions of mesolimbic dopamine systems to reward, we have previously evaluated the three-main competing explanatory categories: “liking,” “learning,” and “wanting” [3]. That is, dopamine may mediate (a) liking: the hedonic impact of reward, (b) learning: learned predictions about rewarding effects, or (c) wanting: the pursuit of rewards by attributing incentive salience to reward-related stimuli [44]. We have evaluated these hypotheses, especially as they relate to the RDS, and we find that the incentive salience or “wanting” hypothesis of dopaminergic functioning is supported by a majority of the scientific evidence. Various neuroimaging studies have shown that anticipated behaviors such as sex and gaming, delicious foods and drugs of abuse all affect brain regions associated with reward networks, and may not be unidirectional. Drugs of abuse enhance dopamine signaling which sensitizes mesolimbic brain mechanisms that apparently evolved explicitly to attribute incentive salience to various rewards [45]. Addictive substances are voluntarily self-administered, and they enhance (directly or indirectly) dopaminergic synaptic function in the NAc. This activation of the brain reward networks (producing the ecstatic “high” that users seek). Although these circuits were initially thought to encode a set point of hedonic tone, it is now being considered to be far more complicated in function, also encoding attention, reward expectancy, disconfirmation of reward expectancy, and incentive motivation [46]. The argument about addiction as a disease may be confused with a predisposition to substance and nonsubstance rewards relative to the extreme effect of drugs of abuse on brain neurochemistry. The former sets up an individual to be at high risk through both genetic polymorphisms in reward genes as well as harmful epigenetic insult. Some Psychologists, even with all the data, still infer that addiction is not a disease [47]. Elevated stress levels, together with polymorphisms (genetic variations) of various dopaminergic genes and the genes related to other neurotransmitters (and their genetic variants), and may have an additive effect on vulnerability to various addictions [48]. In this regard, Vanyukov, et al. [48] suggested based on review that whereas the gateway hypothesis does not specify mechanistic connections between “stages,” and does not extend to the risks for addictions the concept of common liability to addictions may be more parsimonious. The latter theory is grounded in genetic theory and supported by data identifying common sources of variation in the risk for specific addictions (e.g., RDS). This commonality has identifiable neurobiological substrate and plausible evolutionary explanations. Over many years the controversy of dopamine involvement in especially “pleasure” has led to confusion concerning separating motivation from actual pleasure (wanting versus liking) [49]. We take the position that animal studies cannot provide real clinical information as described by self-reports in humans. As mentioned earlier and in the abstract, on November 23rd, 2017, evidence for our concerns was discovered [50] In essence, although nonhuman primate brains are similar to our own, the disparity between other primates and those of human cognitive abilities tells us that surface similarity is not the whole story. Sousa et al. [50] small case found various differentially expressed genes, to associate with pleasure related systems. Furthermore, the dopaminergic interneurons located in the human neocortex were absent from the neocortex of nonhuman African apes. Such differences in neuronal transcriptional programs may underlie a variety of neurodevelopmental disorders. In simpler terms, the system controls the production of dopamine, a chemical messenger that plays a significant role in pleasure and rewards. The senior author, Dr. Nenad Sestan from Yale, stated: “Humans have evolved a dopamine system that is different than the one in chimpanzees.” This may explain why the behavior of humans is so unique from that of non-human primates, even though our brains are so surprisingly similar, Sestan said: “It might also shed light on why people are vulnerable to mental disorders such as autism (possibly even addiction).” Remarkably, this research finding emerged from an extensive, multicenter collaboration to compare the brains across several species. These researchers examined 247 specimens of neural tissue from six humans, five chimpanzees, and five macaque monkeys. Moreover, these investigators analyzed which genes were turned on or off in 16 regions of the brain. While the differences among species were subtle, **there was** a **remarkable contrast in** the **neocortices**, specifically in an area of the brain that is much more developed in humans than in chimpanzees. In fact, these researchers found that a gene called tyrosine hydroxylase (TH) for the enzyme, responsible for the production of dopamine, was expressed in the neocortex of humans, but not chimpanzees. As discussed earlier, dopamine is best known for its essential role within the brain’s reward system; the very system that responds to everything from sex, to gambling, to food, and to addictive drugs. However, dopamine also assists in regulating emotional responses, memory, and movement. Notably, abnormal dopamine levels have been linked to disorders including Parkinson’s, schizophrenia and spectrum disorders such as autism and addiction or RDS. Nora Volkow, the director of NIDA, pointed out that one alluring possibility is that the neurotransmitter dopamine plays a substantial role in humans’ ability to pursue various rewards that are perhaps months or even years away in the future. This same idea has been suggested by Dr. Robert Sapolsky, a professor of biology and neurology at Stanford University. Dr. Sapolsky cited evidence that dopamine levels rise dramatically in humans when we anticipate potential rewards that are uncertain and even far off in our futures, such as retirement or even the possible alterlife. This may explain what often motivates people to work for things that have no apparent short-term benefit [51]. In similar work, Volkow and Bale [52] proposed a model in which dopamine can favor NOW processes through phasic signaling in reward circuits or LATER processes through tonic signaling in control circuits. Specifically, they suggest that through its modulation of the orbitofrontal cortex, which processes salience attribution, dopamine also enables shilting from NOW to LATER, while its modulation of the insula, which processes interoceptive information, influences the probability of selecting NOW versus LATER actions based on an individual’s physiological state. This hypothesis further supports the concept that disruptions along these circuits contribute to diverse pathologies, including obesity and addiction or RDS.

#### 2] Actor specificity:

#### ---A] Aggregation – every policy benefits some and harms others, so side constraints freeze action.

#### ---B] States lack wills or intentions since policies are collective actions.

#### ---C] No act-omission distinction—governments are responsible for everything in the public sphere, so inaction is implicit authorization of action: they have to yes/no bills, which means everything collapse to aggregation.

#### ---D] Actor-specificity first since different agents have different ethical standings. Link turns calc indicts because the alt would be *no* action.

#### 3] Consequentialism is uniquely key for debates about election outcomes and voter turnouts

Maldonado 15 [Doctor of Phil in Ptx Science, Vanderbilt], The Origins and Consequences of Compulsory Voting in Latin America, [https://etd.library.vanderbilt.edu/available/etd-11202015-184530/unrestricted/Maldonado.pdf //](https://etd.library.vanderbilt.edu/available/etd-11202015-184530/unrestricted/Maldonado.pdf%20//) RReddy

The rational calculus of voting model assumes that each individual voter is able to decide whether to vote or to abstain. If individuals vote it is because they calculate low costs and (at least relatively) high benefits, because they have an elevated sense of duty, and/or because they estimates that their vote would have a reasonable probability of being decisive for the election outcome. If they abstain they do not receive any punishment for not voting.

Thus, the decision to vote depends on costs, expected benefits, the probability of casting a decisive vote and the citizens’ sense of duty; each of these is a component within the standard utilitarian model of turnout.

#### Outweighs – A] Predictability – most authors assume util when discussing electoral systems B] topic ed – other frameworks don’t engage with key questions of rational behind voting – that’s key, b/c we only have 2 months for this topic. C] TJFs first because they assume the framework is good for debate D] supercharges motivation – people decide to vote through consequentialist analysis

# Case

## On strikes

### Strikes bad for employees

#### Strikes inhibit the ability to create contracts, create power imbalances, and violate individual contracts.

Levine 1, Peter. "The Libertarian Critique of Labor Unions." Philosophy and Public Policy Quarterly 21.4 (2001): 17-24. (Peter Levine is the Associate Dean for Research and Lincoln Filene Professor of Citizenship & Public Affairs in Tufts University’s Jonathan Tisch College of Civic Life. He has secondary appointments in the Tufts Philosophy Department and the Tufts Clinical and Translational Sciences Institute. He was the founding deputy director (2001-6) and then the second director (2006-15) of Tisch College’s CIRCLE, The Center for Information and Research on Civic Learning and Engagement, which he continues to oversee as an associate dean.) JG

Libertarians strongly defend freedom of choice and association. Thus, when workers choose to act collectively, negotiate together, or voluntarily walk off the job, libertarians have no reasonable complaint--even if other people are harmed--because they support the right to make and exit voluntary partnerships. But unions gain strength **by overriding private rights.** They routinely block anyone from working **under a non-union contract**, and they prevent employers from making offers--even advantageous ones--to individual workers unless the union is informed and consents. Unions declare strikes and establish picket lines to prevent **customers and workers** from **entering company property**; they may **fine employees who cross these lines.** They also extract fees from all workers who are covered by their contracts. Although covered workers may avoid paying for certain union functions (such as lobbying) that are not germane to contract issues, they must pay for strikes and other activities that some of them oppose. The great libertarian theorist Friedrich Hayek concluded that unions “are the one institution where government has signally failed in its first task, that of preventing coercion of men by other men--and by coercion I do not mean primarily the coercion of employers but the coercion of workers by their fellow workers.” Hayek may have been thinking mainly of corrupt and unaccountable union leaders. But even a completely democratic union sometimes supplants private rights. As libertarians like Morgan O. Reynolds point out, majorities within a union are able to ignore minorities’ preferences.

### Illegal Strikes Solve Better

#### Illegal strikes solve better and aff strikes become water downed and negotiated out by the state- TURNS CASE

Reddy 21 Reddy, Diana (Doctoral Researcher in the Jurisprudence and Social Policy Program at UC Berkeley) “" There Is No Such Thing as an Illegal Strike": Reconceptualizing the Strike in Law and Political Economy." Yale LJF 130 (2021): 421. <https://www.yalelawjournal.org/forum/there-is-no-such-thing-as-an-illegal-strike-reconceptualizing-the-strike-in-law-and-political-economy>

In recent years, consistent with this vision, there has been a shift in the kinds of strikes workers and their organizations engage in—increasingly public-facing, engaged with the community, and capacious in their concerns.[178](https://www.yalelawjournal.org/forum/there-is-no-such-thing-as-an-illegal-strike-reconceptualizing-the-strike-in-law-and-political-economy#_ftnref178) They have transcended the ostensible apoliticism of their forebearers in two ways, less voluntaristic and less economistic. They are less voluntaristic in that they seek to engage and mobilize the broader community in support of labor’s goals, and those goals often include community, if not state, action. They are less economistic in that they draw through lines between workplace-based economic issues and other forms of exploitation and subjugation that have been constructed as “political.” These strikes do not necessarily look like what strikes looked like fifty years ago, and they often skirt—or at times, flatly defy—legal rules. Yet, they have often been successful. Since 2012, tens of thousands of workers in the Fight for $15 movement have engaged in discourse-changing, public law-building strikes. They do not shut down production, and their primary targets are not direct employers. For these reasons, they push the boundaries of exiting labor law.[179](https://www.yalelawjournal.org/forum/there-is-no-such-thing-as-an-illegal-strike-reconceptualizing-the-strike-in-law-and-political-economy#_ftnref179) Still, the risks appear to have been worth it. A 2018 report by the National Employment Law Center found that these strikes had helped twenty-two million low-wage workers win $68 billion in raises, a redistribution of wealth fourteen times greater than the value of the last federal minimum wage increase in 2007.[180](https://www.yalelawjournal.org/forum/there-is-no-such-thing-as-an-illegal-strike-reconceptualizing-the-strike-in-law-and-political-economy#_ftnref180) They have demonstrated the power of strikes to do more than challenge employer behavior. As Kate Andrias has argued: [T]he Fight for $15 . . . reject[s] the notion that unions’ primary role is to negotiate traditional private collective bargaining agreements, with the state playing a neutral mediating and enforcing role. Instead, the movements are seeking to bargain in the public arena: they are engaging in social bargaining with the state on behalf of all workers.”[181](https://www.yalelawjournal.org/forum/there-is-no-such-thing-as-an-illegal-strike-reconceptualizing-the-strike-in-law-and-political-economy#_ftnref181) In the so-called “red state” teacher strikes of 2018, more than a hundred thousand educators in West Virginia, Oklahoma, Arizona, and other states struck to challenge post-Great Recession austerity measures, which they argued hurt teachers and students, alike.[182](https://www.yalelawjournal.org/forum/there-is-no-such-thing-as-an-illegal-strike-reconceptualizing-the-strike-in-law-and-political-economy#_ftnref182) These strikes were illegal; yet, no penalties were imposed.[183](https://www.yalelawjournal.org/forum/there-is-no-such-thing-as-an-illegal-strike-reconceptualizing-the-strike-in-law-and-political-economy#_ftnref183) Rather, the strikes grew workers’ unions, won meaningful concessions from state governments, and built public support. As noted above, public-sector work stoppages are easier to conceive of as political, even under existing jurisprudential categories.[184](https://www.yalelawjournal.org/forum/there-is-no-such-thing-as-an-illegal-strike-reconceptualizing-the-strike-in-law-and-political-economy#_ftnref184) But these strikes were political in the broader sense as well. Educators worked with parents and students to cultivate support, and they explained how their struggles were connected to the needs of those communities.[185](https://www.yalelawjournal.org/forum/there-is-no-such-thing-as-an-illegal-strike-reconceptualizing-the-strike-in-law-and-political-economy#_ftnref185) Their power was not only in depriving schools of their labor power, but in making normative claims about the value of that labor to the community. Most recently, 2020 saw a flurry of work stoppages in support of the Black Lives Matter movement.[186](https://www.yalelawjournal.org/forum/there-is-no-such-thing-as-an-illegal-strike-reconceptualizing-the-strike-in-law-and-political-economy#_ftnref186) These ranged from Minneapolis bus drivers’ refusal to transport protesters to jail, to Service Employees International Union’s Strike for Black Lives, to the NBA players’ wildcat strike.[187](https://www.yalelawjournal.org/forum/there-is-no-such-thing-as-an-illegal-strike-reconceptualizing-the-strike-in-law-and-political-economy#_ftnref187) Some of these protests violated legal restrictions. The NBA players’ strike for instance, was inconsistent with a “no-strike” clause in their collective-bargaining agreement with the NBA.[188](https://www.yalelawjournal.org/forum/there-is-no-such-thing-as-an-illegal-strike-reconceptualizing-the-strike-in-law-and-political-economy#_ftnref188) And it remains an open question in each case whether workers sought goals that were sufficiently job-related as to constitute protected activity.[189](https://www.yalelawjournal.org/forum/there-is-no-such-thing-as-an-illegal-strike-reconceptualizing-the-strike-in-law-and-political-economy#_ftnref189) Whatever the conclusion under current law, however, striking workers demonstrated in fact the relationship between their workplaces and broader political concerns. The NBA players’ strike was resolved in part through an agreement that NBA arenas would be used as polling places and sites of civic engagement.[190](https://www.yalelawjournal.org/forum/there-is-no-such-thing-as-an-illegal-strike-reconceptualizing-the-strike-in-law-and-political-economy#_ftnref190) Workers withheld their labor in order to insist that private capital be used for public, democratic purposes. And in refusing to transport arrested protestors to jail, Minneapolis bus drivers made claims about their vision for public transport. Collectively, all of these strikes have prompted debates within the labor movement about what a strike is, and what its role should be. These strikes are so outside the bounds of institutionalized categories that public data sources do not always reflect them.[191](https://www.yalelawjournal.org/forum/there-is-no-such-thing-as-an-illegal-strike-reconceptualizing-the-strike-in-law-and-political-economy#_ftnref191) And there is, reportedly, a concern by some union leaders that these strikes do not look like the strikes of the mid-twentieth century. There has been a tendency to dismiss them.[192](https://www.yalelawjournal.org/forum/there-is-no-such-thing-as-an-illegal-strike-reconceptualizing-the-strike-in-law-and-political-economy#_ftnref192) In response, Bill Fletcher Jr., the AFL-CIO’s first Black Education Director, has argued, “People, who wouldn’t call them strikes, aren’t looking at history.”[193](https://www.yalelawjournal.org/forum/there-is-no-such-thing-as-an-illegal-strike-reconceptualizing-the-strike-in-law-and-political-economy#_ftnref193) Fletcher, Jr. analogizes these strikes to the tactics of the civil-rights movement.

## On Teachers

### No u/q

#### No uniqueness for the advantage. Teacher strikes are rising now: the Erie School District teacher strike, Scranton teacher strike, Co-op academy teacher strike, Pleasanton teacher strike, etc are all examples from within this month and prove that teachers are striking regardless of legality.

#### More evidence – every empiric flows neg.

Greenhouse 18 [Steven; Editor at NYT, author of a book about history of labor unions; "Making Teachers’ Strikes Illegal Won’t Stop Them,” The New York Times; 5/9/18; <https://www.nytimes.com/2018/05/09/opinion/teacher-strikes-illegal-arizona-carolina.html>] Justin

In the five states where teachers have gone on strike this year, teachers complain about many of the same things: low salaries, an education funding squeeze and teacher shortages. They have something else in common. In four of the five — Arizona, Kentucky, Oklahoma and West Virginia — these strikes are illegal under state law. (Colorado, the fifth state where teachers walked out, allows them.)

While private-sector workers generally have a right to strike under federal law, state law governs whether teachers and other state and local government workers can strike. Three dozen states have laws prohibiting teachers from striking. Clearly, making teacher strikes illegal will not necessarily prevent them.

In the states where teachers walked out, many teachers felt they had to beg their state legislatures to approve raises and the funding to pay for them. But their pleas were largely ignored. Joseph McCartin, a labor historian at Georgetown University, says that when workers feel they are at a dead end in negotiating raises, militant outbursts — such as illegal walkouts — are inevitable. “When collective bargaining isn’t allowed or doesn’t work, that doesn’t mean collective action isn’t possible,” he said.

Labor’s most potent weapon is the strike, even when it’s illegal. Workers will often risk engaging in an illegal strike, even though it could mean getting fined, fired and conceivably jailed. In a legal strike, workers typically lose just a few days’ or weeks’ pay.

Explosions of worker militancy have been a recurring pattern throughout American history. West Virginia teachers, for example, said their walkout was inspired by their state’s coal miners, who were part of a historic miners’ strike during World War II.

Ten days after Pearl Harbor was attacked in 1941, President Franklin D. Roosevelt summoned labor and business leaders to a conference where unions pledged not to strike during the war. The National War Labor Board, which included labor representatives, dictated a nationwide formula that capped how large a raise unions could obtain in bargaining. But the raises often failed to keep up with inflation, angering millions of workers.

As a result, there were dozens of short wildcat strikes — strikes without union authorization — in defiance of Roosevelt and union leaders. The biggest confrontation came in 1943, when the United Mine Workers’ brilliant but bullheaded president, John L. Lewis, gave 500,000 coal miners a wink and a nod, tacit approval for a walkout.

Roosevelt implored the miners to return to work. “Every idle miner directly and individually is obstructing the war effort,” he said in a fireside chat. He had the federal government seize the mines and ordered miners back to work, but eager to restore labor peace, he figured out a way to meet most of their pay demands.

In 1962, President John F. Kennedy issued an executive order giving most federal employees the right to bargain collectively over some working conditions, but not wages, and he barred them from striking. For years, postal workers seethed about low pay, and their frustration boiled over after members of Congress received a 41 percent raise in 1969.

On March 18, 1970, letter carriers walked out in New York City, and within days, more than 150,000 of the nation’s 600,000 postal workers had joined the illegal strike. One letter carrier boasted that the strikers were “standing 10 feet tall, instead of groveling in the dust.”

During the 1970 postal workers’ strike, military personnel sorted mail at New York City’s main post office.

President Richard M. Nixon denounced the strike, but he didn’t seek to fire or jail the strikers. He mobilized 24,000 military personnel to deliver the mail — not very successfully — and reached a deal that ended the strike after eight days. The postal workers won an initial 6 percent raise, and when Nixon signed the Postal Reorganization Act that summer, they received an additional 8 percent.

H. R. Haldeman, Nixon’s chief of staff, acknowledged a big obstacle to punishing these unlawful strikers. “The mailman is a family friend, so you can’t hurt him,” Haldeman said.

State officials unhappy about the recent strikes have realized the same thing: They can’t really punish or replace the teachers. They’re too popular, there are too many to replace, and if state officials try to jail a few ringleaders, that might spur new strikes.

Not every illegal walkout ends well for workers. When air traffic controllers went on strike in 1981, President Ronald Reagan fired 11,345 controllers and rallied the public against their union, the Professional Air Traffic Controllers Organization, emphasizing that every controller had taken a no-strike pledge upon being hired. Reagan also lambasted the union for rejecting the 11 percent raise his administration was offering, about twice what other federal employees had received at the time.

With the end of the Arizona teachers’ walkout last Thursday, there are rumblings about which state might be next. In North Carolina, educators are angry that teacher salaries and per-pupil spending have not kept up with inflation. Even though teacher strikes are illegal in North Carolina, teachers there say they will walk out next Wednesday, the day that the state legislature opens. Lawmakers should take them seriously. Teachers have so far managed to win gains and skirt the law without any penalty because public opinion — and a lot of history — seems to be on their side.