### 1NC – OFF

#### Interpretation: plans in LD must be specifications of actions carried out by a resolutional actor

#### Violation: the plan uses both an actor and action that are not specified by the resolution

#### Standards:

#### 1. limits – allowing plans that involve state policy action engages vast geopolitical implications that explode limits and destroy neg prep

#### 2. ground – forcing the neg to prep the intricacies of all 82 potentially spacefaring nations and their individual alliances/enemies means aff plans can become infinitely small – uniquely destroys neg prep; it’s about what should be prepped, not what could be prepped

#### 3. The topic as it’s written is strictly intended to debate the morality of private space appropriation – prefer author’s intent over other interps

#### Voters:

#### Fairness – key to the debate being beneficial and indicts your ability to choose who actually did the better debating

#### Education – the only portable skill of debate and the only reason schools fund debate – without education debate fails

#### The role of the judge is to drop the debater for norm-setting – wins and losses determine the direction of the activity

#### Only evaluate competing interps over reasonability for both shells, this prevents judge intervention and is a prerequisite to fairness.

### 1NC – OFF

#### Asteroid Mining solves Warming – a] Key to REM’s that spur Renewables and b] Reduces Terrestrial Mining that wrecks the environment.

MacWhorter 15, Kevin. "Sustainable mining: Incentivizing asteroid mining in the name of environmentalism." Wm. & Mary Envtl. L. & Pol'y Rev. 40 (2015): 645. (J.D. Candidate, William & Mary Law School)//Elmer

A. Rare Element Mining on Earth In the next sixty years, scientists predict that certain elements crucial to modern industry such as platinum, zinc, copper, phosphorous, lead, gold, and indium could be exhausted on Earth. 12 Many of these have no synthetic alternative, unlike chemical elements such as oil or diamonds.13 Liquid-crystal display (LCD) televisions, cellphones, and laptops are among the various consumer technologies that use precious metals.14Further, green technologies including wind turbines, solar panels, and catalytic converters require these rare elements. 15 As demand rises for both types of technologies, and as reserves of rare metals fall, prices skyrocket.16 Demand for nonrenewable resources creates conflict, and consumerism in rich countries results in harsh labor treatment for poorer countries.17 In general, the mining industry is extremely destructive to Earth’s environment.18 In fact, depending on the method employed, mining can destroy entire ecosystems by polluting water sources and contributing to deforestation.19 It is by its nature an unsustainable practice, because it involves the extraction of a finite and non-renewable resource.20 Moreover, by extracting tiny amounts of metals from relatively large quantities of ore, the mining industry contributes the largest portion of solid wastes in the world.21 The Environmental Protection Agency (EPA) describes the industry as the source of more toxic and hazardous waste than any other industrial sector [in the United States], costing billions of dollars to address the public health and environmental threats to communities. 22 Poor regulations and oxymoronic corporate definitions of sustainability, however, make it unclear as to just how much waste the industry actually produces.23 Platinum provides an excellent case study of the issue, because it is an extremely rare and expensive metal—an ore expected to exist in vast quantities in asteroids.24 Further, production of platinum has increased sharply in the past sixty years in order to keep up with growing demand for use in new technologies.25 In fact, despite their high costs, platinum group metals are so useful that [one] of [four] industrial goods on Earth require them in production. **26** Scholars do not expect demand to slow any time soon.27 Among other technologies, industries use platinum in products such as catalytic converters, jewelry production, various catalysts for chemical processing, and hydrogen fuel cells.28 While there is no consensus on how far the Earth’s reserves of platinum will take humanity, many scientists agree that platinum ore reserves will deplete in a relatively short amount of time.29 With the rate of mining at an all-time high,30 it is increasingly clear that historical patterns of mineral resources and development cannot simply be assumed to continue unaltered into the future. 31 The platinum mining industry, however, has a strong incentive to increase its rate of extraction as profits grow with the rate of demand. Without any alternative, this destructive practice will continue into the future.32 So-called platinum-group metal (PGM) ores are mined through underground or open cut techniques.33 Due to these practices, all but a very small fraction of the mined platinum ore is disposed of as solid waste.34 The environmental consequences of platinum production are thus quite significant, but like the mining industry in general, the amount of waste is typically under-reported.35 While this is due to high production levels at the moment, those levels will only increase given the estimated future demand of platinum.36 In spite of the negative consequences, mining continues unabated because it is economically important to many areas.37 The future environmental costs provide a major challenge in creating a sustainable system. Relegating at least some mining companies to near-Earth asteroids would reduce the negative effects of future mining levels on Earth. The economic benefits of mining need not be sacrificed for the sake of the environment.38

#### Shortage of REM’s now endangers renewable transition.

Opray 18 Max Opray 9-28-2018 "Could a rare metals shortage disrupt the global renewable energy transition?" <https://www.metabolic.nl/news/could-a-rare-metals-shortage-disrupt-the-global-renewable-energy-transition/> (content specialist with sustainability consultants at Metabolic.)//Elmer

The world urgently needs to safeguard supply of the rare metals needed to build enough wind turbines and solar panels to meet Paris climate agreement targets, according to Metabolic’s latest analysis. Produced with partners Copper8, our white paper Metal Demands of the Dutch Energy Transition uses the Netherlands as a case study for examining what materials are needed to build the country’s planned renewable energy infrastructure. The study found that between 3.2 and 4.5 million tons of metals are required by 2030 to achieve the Dutch renewable energy targets – rising to between 11.8 and 16.4 million tons by 2050.Roughly 87% of of these metals are common materials such as steel and iron for the foundation, shaft and blades of wind turbines. However, global production of six rare metals used in solar panels and wind turbines is low enough that if the rest of the world matched Dutch targets, there would not be enough of these materials to enable the shift to renewable energy needed to avert catastrophic climate change. The situation also has significant geopolitical consequences as China has established near complete market dominance in rare metal extraction and processing. One of the most in-demand metals is neodymium, an important ingredient in wind turbine magnets, of which the report estimates the Netherlands should only consume 0.6% to 1% of global production, but is instead on track to consume up to 3%. The other metals in critical short supply are tellurium, terbium, indium, dysprosium and praseodymium.

#### Earth mining kills the environment.

Williams 19 Matthew S Williams 8-1-2019 “Asteroid Mining: What Will It Involve and Is This the Future of Wealth?” <https://interestingengineering.com/asteroid-mining-what-will-it-involve-and-is-this-the-future-of-wealth> (writer at Universe Today)//Elmer

Of course, this raises the obvious question: wouldn't it be really expensive to do all this mining? Why not simply continue to rely on Earth for sources of precious metals and resources and simply learn to use them better? To put it simply, we are running out of resources. To be clear, learning to use our resources better and more sustainably is always a great idea. And while it is certainly true than Earth-based mining is far cheaper than going to space would be, that may not be the case indefinitely. Aside from the fact that off-world minerals and ices would be of considerable value to Earth's economy, there is also the way that growing consumption is leading our reserves to become slowly exhausted. In fact, according to some estimates, it is possible that our planet will run out of key elements that are needed for modern industry and food production within the next 50 to 60 years. This alone is a pretty good incentive to tap the virtually inexhaustible supply of elements located off-world. Plus, there are a lot of benefits to expanding humanity's resource base beyond Earth. Here on Earth, mining takes a considerable toll on the natural environment. In fact, depending on the methods used, it can result in erosion, sinkholes, habitat destruction, and the destruction of native animal and plant life. There's also the dangers of toxic runoff and the contamination of soil, groundwater, and surface water, which is a danger to humans, as well as to wildlife and the natural environment. As for smelting, machining, and manufacturing, the environmental damage that results is well-documented. Combined with power generation, these industrial processes are one of the leading contributors to air, water, and pollution. By shifting these burdens off-world, humanity could dramatically-reduce the impact it has on the natural environment.

#### Bio-D loss causes human extinction

Joe McCarthy 18, a Staff Writer at Global Citizen, Nov 8 2018, "Humans Could Face Extinction if We Don't Protect Biodiversity: UN", Global Citizen, <https://www.globalcitizen.org/en/content/biodiversity-loss-human-extinction/>

As the sixth mass extinction event accelerates around the world, engulfing thousands of animal and plant species, humans risk facing a similar fate unless drastic interventions are made, according to Cristiana Pașca Palmer, the United Nations biodiversity chief, who recently spoke with the Guardian. Palmer said that within the next two years, countries have to develop an ambitious plan to conserve land, protect animals, and stop practices that are harming wildlife. This effort is equally as urgent as the Paris climate agreement’s goal of mitigating climate change, she said. “The loss of biodiversity is a silent killer,” she told the Guardian. “It’s different from climate change, where people feel the impact in everyday life. With biodiversity, it is not so clear but by the time you feel what is happening, it may be too late.” Next month, countries will meet in Sharm el Sheikh, Egypt, to begin mapping out what such a plan would like. Palmer hopes that a final version will be formalized in Beijing in 2020. If a binding global treaty fails to materialize, then humanity faces an uncertain future, she said. Past efforts to stop the loss of biodiversity have not proved successful, according to the Guardian. In recent years, evidence of this staggering loss has begun accumulating. Wild animal populations have declined by 60% since 1970, more than 26,000 plants and animals are close to extinction, nearly two-thirds of the world’s wetlands and half of all rainforests have been destroyed, more than 87% of the world’s ocean area is dying, and the planet needs an estimated 5 million years to recover from the biodiversity loss it has already sustained. “We are sleepwalking towards the edge of a cliff,” Mike Barrett, executive director of science and conservation at WWF, recently told the Guardian. “If there was a 60% decline in the human population, that would be equivalent to emptying North America, South America, Africa, Europe, China, and Oceania. That is the scale of what we have done.” “This is far more than just being about losing the wonders of nature, desperately sad though that is,” he said. “This is actually now jeopardising the future of people. Nature is not a ‘nice to have’ — it is our life-support system.” The benefits of biodiversity are hard to overstate. The food chain, climate systems, atmospheric conditions, natural resources, and much more depend on the delicately structured interactions of ecosystems around the world. The truly wild places in the world, meanwhile, are crucial to generating, cleaning, and distributing water around the world, and could help to mitigate the looming water crisis. These landscapes and marine environments also clean the air and act as carbon sinks, stabilize the global environment, and protect countries from natural disasters. In addition to climate change, the biggest threats to biodiversity are deforestation, agriculture, over-development, and industrial pollution. While Palmer sounded an urgent alarm bell while speaking with the Guardian, she’s hopeful that countries will recognize the threat of biodiversity loss and begin to take action. The UN is calling for at least 30% of all land and 15% of all marine environments to be protected by 2030 and for targets to be lifted in the following years. “Things are moving. There is a lot of goodwill,” Palmer said. “We should be aware of the dangers but not paralysed by inaction. It’s still in our hands but the window for action is narrowing. We need higher levels of political and citizen will to support nature.”

#### Warming causes Extinction

Kareiva 18, Peter, and Valerie Carranza. "Existential risk due to ecosystem collapse: Nature strikes back." Futures 102 (2018): 39-50. (Ph.D. in ecology and applied mathematics from Cornell University, director of the Institute of the Environment and Sustainability at UCLA, Pritzker Distinguished Professor in Environment & Sustainability at UCLA)//Re-cut by Elmer

In summary, six of the nine proposed planetary boundaries (phosphorous, nitrogen, biodiversity, land use, atmospheric aerosol loading, and chemical pollution) are unlikely to be associated with existential risks. They all correspond to a degraded environment, but in our assessment do not represent existential risks. However, the three remaining boundaries (climate change, global freshwater cycle, and ocean acidification) do pose existential risks. This is because of intrinsic positive feedback loops, substantial lag times between system change and experiencing the consequences of that change, and the fact these different boundaries interact with one another in ways that yield surprises. In addition, climate, freshwater, and ocean acidification are all directly connected tothe provision of food and water, and shortages of food and water can and social unrest. Climate change has a long history of disrupting civilizations and sometimes precipitating the collapse of cultures or mass emigrations (McMichael, 2017). For example, the 12th century drought in the North American Southwest is held responsible for the collapse of the Anasazi pueblo culture. More recently, the infamous potato famine of 1846–1849 and the large migration of Irish to the U.S. can be traced to a combination of factors, one of which was climate. Specifically, 1846 was an unusually warm and moist year in Ireland, providing the climatic conditions favorable to the fungus that caused the potato blight. As is so often the case, poor government had a role as well—as the British government forbade the import of grains from outside Britain (imports that could have helped to redress the ravaged potato yields). Climate change intersects with freshwater resources because it is expected to exacerbate drought and water scarcity, as well as flooding. Climate change can even impair water quality because it is associated with heavy rains that overwhelm sewage treatment facilities, or because it results in higher concentrations of pollutants in groundwater as a result of enhanced evaporation and reduced groundwater recharge. Ample clean water is not a luxury—it is essential for human survival. Consequently, cities, regions and nations that lack clean freshwater are vulnerable to social disruption and disease. Finally, ocean acidification is linked to climate change because it is driven by CO2 emissions just as global warming is. With close to 20% of the world’s protein coming from oceans (FAO, 2016), the potential for severe impacts due to acidification is obvious. Less obvious, but perhaps more insidious, is the interaction between climate change and the loss of oyster and coral reefs due to acidification. Acidification is known to interfere with oyster reef building and coral reefs. Climate change also increases storm frequency and severity. Coral reefs and oyster reefs provide protection from storm surge because they reduce wave energy (Spalding et al., 2014). If these reefs are lost due to acidification at the same time as storms become more severe and sea level rises, coastal communities will be exposed to unprecedented storm surge—and may be ravaged by recurrent storms. A key feature of the risk associated with climate change is that mean annual temperature and mean annual rainfall are not the variables of interest. Rather it is extreme episodic events that place nations and entire regions of the world at risk. These extreme events are by definition “rare” (once every hundred years), and changes in their likelihood are challenging to detect because of their rarity, but are exactly the manifestations of climate change that we must get better at anticipating (Diffenbaugh et al., 2017). Society will have a hard time responding to shorter intervals between rare extreme events because in the lifespan of an individual human, a person might experience as few as two or three extreme events. How likely is it that you would notice a change in the interval between events that are separated by decades, especially given that the interval is not regular but varies stochastically? A concrete example of this dilemma can be found in the past and expected future changes in storm-related flooding of New York City. The highly disruptive flooding of New York City associated with Hurricane Sandy represented a flood height that occurred once every 500 years in the 18th century, and that occurs now once every 25 years, but is expected to occur once every 5 years by 2050 (Garner et al., 2017). This change in frequency of extreme floods has profound implications for the measures New York City should take to protect its infrastructure and its population, yet because of the stochastic nature of such events, this shift in flood frequency is an elevated risk that will go unnoticed by most people. 4. The combination of positive feedback loops and societal inertia is fertile ground for global environmental catastrophes Humans are remarkably ingenious, and have adapted to crises throughout their history. Our doom has been repeatedly predicted, only to be averted by innovation (Ridley, 2011). However, the many stories of human ingenuity successfully addressing existential risks such as global famine or extreme air pollution represent environmental challenges that are largely linear, have immediate consequences, and operate without positive feedbacks. For example, the fact that food is in short supply does not increase the rate at which humans consume food—thereby increasing the shortage. Similarly, massive air pollution episodes such as the London fog of 1952 that killed 12,000 people did not make future air pollution events more likely. In fact it was just the opposite—the London fog sent such a clear message that Britain quickly enacted pollution control measures (Stradling, 2016). Food shortages, air pollution, water pollution, etc. send immediate signals to society of harm, which then trigger a negative feedback of society seeking to reduce the harm. In contrast, today’s great environmental crisis of climate change may cause some harm but there are generally long time delays between rising CO2 concentrations and damage to humans. The consequence of these delays are an absence of urgency; thus although 70% of Americans believe global warming is happening, only 40% think it will harm them (http://climatecommunication.yale.edu/visualizations-data/ycom-us-2016/). Secondly, unlike past environmental challenges, **the Earth’s climate system is rife with positive feedback loops**. In particular, as CO2 increases and the climate warms, that **very warming can cause more CO2 release** which further increases global warming, and then more CO2, and so on. Table 2 summarizes the best documented positive feedback loops for the Earth’s climate system. These feedbacks can be neatly categorized into carbon cycle, biogeochemical, biogeophysical, cloud, ice-albedo, and water vapor feedbacks. As important as it is to understand these feedbacks individually, it is even more essential to study the interactive nature of these feedbacks. Modeling studies show that when interactions among feedback loops are included, uncertainty increases dramatically and there is a heightened potential for perturbations to be magnified (e.g., Cox, Betts, Jones, Spall, & Totterdell, 2000; Hajima, Tachiiri, Ito, & Kawamiya, 2014; Knutti & Rugenstein, 2015; Rosenfeld, Sherwood, Wood, & Donner, 2014). This produces a wide range of future scenarios. Positive feedbacks in the carbon cycle involves the enhancement of future carbon contributions to the atmosphere due to some initial increase in atmospheric CO2. This happens because as CO2 accumulates, it reduces the efficiency in which oceans and terrestrial ecosystems sequester carbon, which in return feeds back to exacerbate climate change (Friedlingstein et al., 2001). Warming can also increase the rate at which organic matter decays and carbon is released into the atmosphere, thereby causing more warming (Melillo et al., 2017). Increases in food shortages and lack of water is also of major concern when biogeophysical feedback mechanisms perpetuate drought conditions. The underlying mechanism here is that losses in vegetation increases the surface albedo, which suppresses rainfall, and thus enhances future vegetation loss and more suppression of rainfall—thereby initiating or prolonging a drought (Chamey, Stone, & Quirk, 1975). To top it off, overgrazing depletes the soil, leading to augmented vegetation loss (Anderies, Janssen, & Walker, 2002). Climate change often also increases the risk of forest fires, as a result of higher temperatures and persistent drought conditions. The expectation is that forest fires will become more frequent and severe with climate warming and drought (Scholze, Knorr, Arnell, & Prentice, 2006), a trend for which we have already seen evidence (Allen et al., 2010). Tragically, the increased severity and risk of Southern California wildfires recently predicted by climate scientists (Jin et al., 2015), was realized in December 2017, with the largest fire in the history of California (the “Thomas fire” that burned 282,000 acres, https://www.vox.com/2017/12/27/16822180/thomas-fire-california-largest-wildfire). This catastrophic fire embodies the sorts of positive feedbacks and interacting factors that could catch humanity off-guard and produce a true apocalyptic event. Record-breaking rains produced an extraordinary flush of new vegetation, that then dried out as record heat waves and dry conditions took hold, coupled with stronger than normal winds, and ignition. Of course the record-fire released CO2 into the atmosphere, thereby contributing to future warming. Out of all types of feedbacks, water vapor and the ice-albedo feedbacks are the most clearly understood mechanisms. Losses in reflective snow and ice cover drive up surface temperatures, leading to even more melting of snow and ice cover—this is known as the ice-albedo feedback (Curry, Schramm, & Ebert, 1995). As snow and ice continue to melt at a more rapid pace, millions of people may be displaced by flooding risks as a consequence of sea level rise near coastal communities (Biermann & Boas, 2010; Myers, 2002; Nicholls et al., 2011). The water vapor feedback operates when warmer atmospheric conditions strengthen the saturation vapor pressure, which creates a warming effect given water vapor’s strong greenhouse gas properties (Manabe & Wetherald, 1967). Global warming tends to increase cloud formation because warmer temperatures lead to more evaporation of water into the atmosphere, and warmer temperature also allows the atmosphere to hold more water. The key question is whether this increase in clouds associated with global warming will result in a positive feedback loop (more warming) or a negative feedback loop (less warming). For decades, scientists have sought to answer this question and understand the net role clouds play in future climate projections (Schneider et al., 2017). Clouds are complex because they both have a cooling (reflecting incoming solar radiation) and warming (absorbing incoming solar radiation) effect (Lashof, DeAngelo, Saleska, & Harte, 1997). The type of cloud, altitude, and optical properties combine to determine how these countervailing effects balance out. Although still under debate, it appears that in most circumstances the cloud feedback is likely positive (Boucher et al., 2013). For example, models and observations show that increasing greenhouse gas concentrations reduces the low-level cloud fraction in the Northeast Pacific at decadal time scales. This then has a positive feedback effect and enhances climate warming since less solar radiation is reflected by the atmosphere (Clement, Burgman, & Norris, 2009). The key lesson from the long list of potentially positive feedbacks and their interactions is that runaway climate change, and runaway perturbations have to be taken as a serious possibility. Table 2 is just a snapshot of the type of feedbacks that have been identified (see Supplementary material for a more thorough explanation of positive feedback loops). However, this list is not exhaustive and the possibility of undiscovered positive feedbacks portends even greater existential risks. The many environmental crises humankind has previously averted (famine, ozone depletion, London fog, water pollution, etc.) were averted because of political will based on solid scientific understanding. We cannot count on complete scientific understanding when it comes to positive feedback loops and climate change.

### ADV 1 – ON

#### 1. No one’s going to war over a downed satellite

Bowen 18 [Bleddyn Bowen, Lecturer in International Relations at the University of Leicester. The Art of Space Deterrence. February 20, 2018. https://www.europeanleadershipnetwork.org/commentary/the-art-of-space-deterrence/]

Space is often an afterthought or a miscellaneous ancillary in the grand strategic views of top-level decision-makers. A president may not care that one satellite may be lost or go dark; it may cause panic and Twitter-based hysteria for the space community, of course. But the terrestrial context and consequences, as well as the political stakes and symbolism of any exchange of hostilities in space matters more. The political and media dimension can magnify or minimise the perceived consequences of losing specific satellit Collision risk is infinitesimally small Daniel Von Fange 17, Web Application Engineer, Founder and Owner of LeanCoder, Full Stack, Polyglot Web Developer, “Kessler Syndrome is Over Hyped”, 5/21/2017, http://braino.org/essays/kessler\_syndrome\_is\_over\_hyped/ The orbital area around earth can be broken down into four regions. Low LEO - Up to about 400km. Things that orbit here burn up in the earth’s atmosphere quickly - between a few months to two years. The space station operates at the high end of this range. It loses about a kilometer of altitude a month and if not pushed higher every few months, would soon burn up. For all practical purposes, Low LEO doesn’t matter for Kessler Syndrome. If Low LEO was ever full of space junk, we’d just wait a year and a half, and the problem would be over. High LEO - 400km to 2000km. This where most heavy satellites and most space junk orbits. The air is thin enough here that satellites only go down slowly, and they have a much farther distance to fall. It can take 50 years for stuff here to get down. This is where Kessler Syndrome could be an issue. Mid Orbit - GPS satellites and other navigation satellites travel here in lonely, long lives. The volume of space is so huge, and the number of satellites so few, that we don’t need to worry about Kessler here. GEO - If you put a satellite far enough out from earth, the speed that the satellite travels around the earth will match the speed of the surface of the earth rotating under it. From the ground, the satellite will appear to hang motionless. Usually the geostationary orbit is used by big weather satellites and big TV broadcasting satellites. (This apparent motionlessness is why satellite TV dishes can be mounted pointing in a fixed direction. You can find approximate south just by looking around at the dishes in your northern hemisphere neighborhood.) For Kessler purposes, GEO orbit is roughly a ring 384,400 km around. However, all the satellites here are moving the same direction at the same speed - debris doesn’t get free velocity from the speed of the satellites. Also, it’s quite expensive to get a satellite here, and so there aren’t many, only about one satellite per 1000km of the ring. Kessler is not a problem here. How bad could Kessler Syndrome in High LEO be? Let’s imagine a worst case scenario. An evil alien intelligence chops up everything in High LEO, turning it into 1cm cubes of death orbiting at 1000km, spread as evenly across the surface of this sphere as orbital mechanics would allow. Is humanity cut off from space? I’m guessing the world has launched about 10,000 tons of satellites total. For guessing purposes, I’ll assume 2,500 tons of satellites and junk currently in High LEO. If satellites are made of aluminum, with a density of 2.70 g/cm3, then that’s 839,985,870 1cm cubes. A sphere for an orbit of 1,000km has a surface area of 682,752,000 square KM. So there would be one cube of junk per .81 square KM. If a rocket traveled through that, its odds of hitting that cube are tiny - less than 1 in 10,000.

#### 2. Kessler cascades takes centuries and adaptation solves

Ted Muelhaupt 19, Associate Principal Director of the Systems Analysis and Simulation Subdivision (SASS) and Manager of the Center for Orbital and Reentry Debris Studies at The Aerospace Corporation, M.S., B.S. Aerospace and Aeronautical Engineering & Mechanics, University of Minnesota - Twin Cities, Senior Member of the American Institute of Aeronautics and Astronautics, “How Quickly Would It Take For the Kessler Syndrome To Destroy All The Satellites In LEO? And Could You See This Happening From Earth?”, Quora, 2/28/2019, https://www.quora.com/How-quickly-would-it-take-for-the-Kessler-Syndrome-to-destroy-all-the-satellites-in-LEO-And-could-you-see-this-happening-from-Earth

The dynamics of the Kessler Syndrome are real, and most people studying it agree on the concept: if there is sufficient density of objects and mass, a chain reaction of debris breaking up objects and creating more debris can occur. But the timescale of this process takes decades and centuries. There are many assumptions that go into these models. Though there is still argument about this, many people in the field think that the process is already underway in low earth orbit. But others, including myself, think we can stop it if we take action. This is a slow motion disaster that we can prevent.

But in spite of hype to the contrary, we will never “lose access to space”. Certain missions may become impractical or too expensive, and we may decide that some orbits are too risky for humans. Even that depends on the tolerance for the risk. But robots don’t have mothers, and if we feel it is worthwhile we will take the risk and fly the satellites where we need to.

To the specifics of the question, it will take many decades. It will not destroy all satellites in LEO. You won’t be able to see it from the ground unless you were extraordinarily lucky, and you happened to see a flash from a collision in the instant you were looking, with just the right lighting.

es out of all proportion to their actual strategic effect.

#### 3. No impact & remediation’s not key—Nearly ZERO risk to any given satellite even ASSUMING cascades, Aff can’t solve it, and every other risk to spacecraft outweighs—Their ev makes several flawed assumptions

Wein 9 [Lawrence M. Wein, Professor & Senior Fellow at Stanford’s Center for International Security and Cooperation Jeffrey S. Skoll Professor of Management Science at Stanford University and Senior Fellow at Stanford’s Center for International Security and Cooperation, former DEC Leaders for Manufacturing Professor of Management Science at MIT, and Andrew M. Bradley, PhD-Institute for Computational and Mathematical Engineering at Stanford University, Space debris: Assessing risk and responsibility, Advances in Space Research 43 (2009) 1372–1390]

More importantly, while our numerical results mimic earlier results (Liou and Johnson, 2005; Walker and Martin, 2004) that stressed the importance of postmission deorbiting, we do not necessarily agree with the claim that the only way to prevent future problems is to remove existing large intacts from space (Liou and Johnson, 2006, 2008). The divergence between our views and those in Liou and Johnson (2006, 2008) is perhaps due to the different performance metrics used. The root causes for alarm in Liou and Johnson (2006, 2008) appear to be the growth rate of fragments and the small increase in the rate of catastrophic collisions over the next 200 years (Liou and Johnson, 2008, Fig. 2). However, the great majority of catastrophic collisions in the SOI do not involve operational spacecraft, and are hazardous only in the sense that the fragments generated from such a collision could subsequently damage or destroy operational spacecraft. Therefore, we introduced the notion of the lifetime risk of an operational spacecraft as the primary performance metric. Our model predicts that the lifetime risk is <5x10^-4 [less than .0005%] over the next two centuries, and always stays <10^-3 [less than .001%] than if there is very high (>98%) spacecraft deorbiting compliance. These risks appear to be low relative to the immense cost and considerable technological uncertainty involved in removing large objects from space, are dwarfed by the ~20% historical mission-impacting (but not necessarily mission-ending) failure rate of spacecraft (Frost and Sullivan, 2004), and could be overestimated if improved traffic management techniques lower future collision risks (Johnson, 2004). Hence, the need to bring large objects down from space does not appear to be as clear cut as suggested in Liou and Johnson (2006, 2008). Nonetheless, our model does not incorporate the possibility of intentional catastrophic collisions (ASAT tests, space wars) that could conceivably occur in the future. In addition, Fig. 5 considers only catastrophic collisions, whereas noncatastrophic intact-fragment collisions could easily disable an operational spacecraft. If the operational lifetime risk is modified to include noncatastrophic collisions with fragments >= 10cm, then the sustainable risk rises by ~50%: it increases from 2.19x10^-2 [.0219%] to 3.09x10^-2 in the base case, and increases from 4.91x10^-4 [.000491%] to 7.94x10^-4 in the full compliance case. Moreover, if fragments >= 1 cm (rather than >= 10 cm) are harmful to spacecraft (Johnson, 2004), then we (as well as other researchers) could be underestimating the risk. In summary, in the absence of the removal of large objects from space, the sustainable lifetime risks in Figs. 3–5 do not appear to be obviously above or below a tolerable level. Even if these risks are deemed acceptable, it is prudent to invest in research and development for space remediation technologies, which is a topic of current study (Proposal for forming an IAA study group, 2000). However, given the optimality of full deorbit compliance from a societal, sustainable perspective, and the sensitivity of sustainable lifetime risk to postmission deorbit compliance, the primary focus for policymakers should be on increasing compliance, which leads us to a discussion of economic instruments that could be used to address this issue.

### ADV 2 – ON

#### 1. DL. Different starting assumptions make true agreement impossible

Nancy Gallagher 14 is the Director of the Center for International and Security Studies at Maryland (CISSM) and a Research Professor at the University of Maryland’s School of Public Policy. She leads the Advanced Methods of Cooperative Security Program, an interdisciplinary effort initiated with John Steinbruner to address the security implications of globalization by developing more refined rules and systematic transparency arrangements to minimize the potential for deliberate or inadvertent misuse of powerful, multipurpose technologies. Rethinking U.S.-China Security Cooperation. August 2014. www.cissm.umd.edu/sites/default/files/Rethinking%20US-China%20Security%20Cooperation%20-%20082714.pdf]

One impediment to U.S.-China cooperation on traditional security issues is that even when American and Chinese experts are both reasoning from the superpowers’ experience with nuclear arms control during the Cold War, they do so in different ways. Americans and Chinese make different starting assumptions about what the main threat to security is, how deterrence and missile defense relate to that threat, what cooperation might be mutually beneficial, how verification and compliance issues should be handled, and where successful cooperation could lead over time. American officials use a version of the logic that informed the Reagan and George H.W. Bush administration’s approach to the Strategic Arms Reduction Talks (START). Chinese experts think about arms control in a way which is much closer to the logic underpinning the Strategic Arms Limitation Talk (SALT) agreements and the Anti-Ballistic Missile Treaty, which I call the Cambridge community logic. Because American and Chinese arms control experts use different logics, not only do they talk past each other, but they also often misjudge each other’s motives for saying what they do.