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**Text: The World Trade Organization ought to be abolished. The following 164 countries listed in the speech doc ought to independently and without influence from international government [opponent’s plan]**
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Bahrain, Kingdom of
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Colombia

Congo
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Czech Republic

Democratic Republic of the Congo
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Djibouti

Dominica

Dominican Republic

Ecuador

Egypt

El Salvador

Estonia

Eswatini

European Union (formerly EC)

Fiji

Finland

France
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Gambia

Georgia

Germany
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Greece

Grenada
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Guinea-Bissau

Guyana

Haiti

Honduras

Hong Kong, China

Hungary
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India

Indonesia

Ireland
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Italy

Jamaica

Japan

Jordan

Kazakhstan

Kenya

Korea, Republic of

Kuwait, the State of

Kyrgyz Republic

Lao People’s Democratic Republic

Latvia

Lesotho

Liberia

Liechtenstein

Lithuania

Luxembourg

Macao, China

Madagascar

Malawi

Malaysia

Maldives

Mali

Malta

Mauritania

Mauritius

Mexico

Moldova, Republic of

Mongolia

Montenegro

Morocco

Mozambique

Myanmar

Namibia

Nepal
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New Zealand

Nicaragua

Niger

Nigeria

North Macedonia

Norway

Oman

Pakistan

Panama

Papua New Guinea

Paraguay

Peru

Philippines

Poland

Portugal

Qatar

Romania

Russian Federation

Rwanda

Saint Kitts and Nevis

Saint Lucia

Saint Vincent and the Grenadines

Samoa

Saudi Arabia, Kingdom of

Senegal

Seychelles

Sierra Leone

Singapore

Slovak Republic

Slovenia

Solomon Islands

South Africa

Spain

Sri Lanka

Suriname

Sweden

Switzerland

Chinese Taipei

Tajikistan

Tanzania

Thailand

Togo

Tonga

Trinidad and Tobago

Tunisia

Turkey

Uganda

Ukraine

United Arab Emirates

United Kingdom

United States

Uruguay

Vanuatu

Venezuela, Bolivarian Republic of

Viet Nam

Yemen

Zambia

Zimbabwe

**Hawley, senator, JD Yale, 20**

(Josh, 5-5, https://www.nytimes.com/2020/05/05/opinion/hawley-abolish-wto-china.html)

The coronavirus emergency is not only a public health crisis. With [30 million Americans unemployed](https://www.cnbc.com/2020/04/30/us-weekly-jobless-claims.html), it is also an economic crisis. And it has exposed a hard truth about the modern global economy: it weakens American workers and has empowered China’s rise. That must change. The global economic system as we know it is a relic; it requires reform, top to bottom. We should begin with one of its leading institutions, **the World Trade Organization. We should abolish it.**

**Eliminating the WTO ends U.S. global hegemony**

**Bello, PhD, 2000**

(Walden, Sociology @ Stanford, https://users.ox.ac.uk/~magd1352/ecologist/Should%20WTO%20be%20abolished.pdf)

The idea that the world needs the World Trade Organisation (WTO) is one of the biggest lies of our time. The WTO came about, in 1995, mainly because it was in the interest of the US and its corporations. The European Union, Japan and especially the developing countries were mostly ambivalent about the idea; it was the US which drove it on. Why? Because though the US, back in 1948, blocked the formation of an International Trade Organisation (ITO), believing that, at that time, the interests of its corporations would not be served by such a global body, it had changed its mind by the 1990s. Now it wanted an international trade body. Why? Because its global economic dominance was threatened. The flexible GATT (General Agreement on Tariffs and Trade) system, which preceded the WTO, had allowed the emergence of Europe and East Asia as competing industrial centres that threatened US dominance even in many high-tech industries. Under GATT’s system of global agricultural trade, Europe had emerged as a formidable agricultural power even as Third World governments concerned with preserving their agriculture and rural societies limited the penetration of their markets by US agricultural products. In other words, before the WTO, **global trade was growing by leaps and bounds**, but countries were using trade policy to industrialise and adapt to the growth of trade so that their economies would be enhanced by global trade and not be marginalised by it. That was a problem, from the US point of view. And that was why the US needed the WTO. The essence of the WTO is seen in three of its central agreements: the Agreement on Trade Related Intellectual Property Rights (TRIPs), the Agreement on Agriculture (AOA), and the Agreement on Trade Related Investment Measures (TRIMs). The purpose of TRIPs is **not to promote free trade but to enhance monopoly power**. One cannot quarrel with the fact that innovators should have preferential access to the benefits that flow from their innovation for a period of time. TRIPs, however, goes beyond this to institutionalise a monopoly for high-tech corporate innovators, most of them from the North. Among other things, TRIPs provides a generalised minimum patent protection of 20 years; institutes draconian border regulations against products judged to be violating intellectual property rights; and – contrary to the judicial principle of presuming innocence until proven guilty – places the burden of proof on the presumed violator of process patents. What TRIPs does is reinforce the monopolistic or oligopolistic position of US high tech firms such as Microsoft and Intel. It makes industrialisation by imitation or industrialisation via loose conditions of technology transfer – a strategy employed by the US, Germany, Japan, and South Korea during the early phases of their industrialisation – all but impossible. It enables **the technological leader**, in this case **the US, to greatly influence** **the pace of technological and industrial development in the rest of the world**.

**Primacy causes endless war, terror, authoritarianism, prolif, and Russia-China aggression.**

**Ashford, PhD, 19**

(Emma, PoliSci@UVA, Fellow@CATO, Power and Pragmatism: Reforming American Foreign Policy for the 21st Century, in New Voices in Grand Strategy, 4, CNAS)

**Humility is a virtue**. Yet in the last quarter century, American policymakers have been far more likely to embrace the notion of America as the “indispensable nation,” responsible for protecting allies, promoting democracy and human rights, tamping down conflicts, and generally managing global affairs. Compare this ideal to the U.S. track record – **endless Middle Eastern wars, the rise of ISIS, global democratic backsliding, a revanchist Russia, resurgent China**, and a world reeling from the election of President Donald Trump – and this label seems instead **the height of hubris.** Many of the failures of U.S. foreign policy speak for themselves. As the daily drumbeat of bad news attests, interventions in Iraq and Libya were **not victories for human rights or democracy, but rather massively destabilizing** for the Middle East as a whole. Afghanistan – despite initial military successes – has become a quagmire, highlighting the futility of nation- building. Other failures of America’s grand strategy are less visible, but no less damaging. NATO expansion into Eastern Europe helped to reignite hostility between Russia and the West. Worse, it has diluted the alliance’s defensive capacity and its democratic character. And even as the war on terror fades from public view, it remains as open-ended as ever: Today, the United States is **at war in seven countries and engaged in “combating terrorism’ in more than 80**.1 To put it bluntly: America’s strategy since the end of the Cold War – **whether it is called primacy or liberal internationalism** – may not be a total failure, but it **has not been successful** either. Many have tried to place blame for these poor outcomes.2 But recrimination is less important than understanding why America’s strategy has failed so badly and avoiding these mistakes in future. Much of the explanation is the natural outcome of changing constraints. **Iraq and Libya should not be viewed as regrettable anomalies, but rather the logical outcome of unipolarity and America’s liberal internationalist inclination to solve every global problem.** It’s also a reliance on **flawed assumptions** – that what is good for America is always good for the world, for example. Support for dangerous sovereignty-undermining norms adds to the problem; just look at the Responsibility to Protect (R2P), which has proved not to protect populations or stabilize fragile states, but to **provoke chaos, encourage nuclear proliferation, and undermine the international institutions.** Perhaps, if nothing else had changed, a form of watered-down liberal internationalism that foreswore interventionism and drew back from the war on terror might have been possible.3 But international politics are undergoing a period of profound transformation, from unipolarity to regional or even global multipolarity. **Primacy** – and the consistent drumbeat of calls in Washington to do more, always and everywhere – **is neither sustainable nor prudent.** Nor can we fall back on warmed-over Cold War–era strategies better suited to an era of bipolar superpower competition.

1nc case: this is incoherent. They can’t have their cake and eat it, too – they read comparative worlds but also said the role of the ballot is to evaluate the normative desirability of the resolution. Their framework is inconsistent with the indo-pak contention – action theory, intention matters and comparative worlds just don’t go together. If util is bad for small schools, why read a util advantage and defend comparative worlds which says we should compare consequences? This means you should default to our framework because at least it’s logically consistent – even if they collapse to framework, the way they constructed it in the 1nc is contradictory and impossible to respond to.

**The WTO as an institution is unethical and perpetuates colonialism**

**Godrej 20**

(Dinyar, Co-editor @ New Internationalist, 4-20, https://newint.org/features/2020/02/10/brief-history-impoverishment)

For countries that were undergoing economic ravishment by structural adjustment, the 1990s brought new **torments in the form of the World Trade Organization** (WTO), a club dominated by rich nations. In the name of creating a ‘level playing field’, the WTO required poorer countries to sign up to an all-or-nothing, binding set of rules, which removed protections for domestic industries and allowed foreign capital unhindered access. This **was strongly prejudicial to the interests of local industries**, which were not in a position to withstand foreign competition. Influence within the WTO is weighted by the size of a nation’s economy – thus **even if all poorer nations joined forces** to demand policy changes **they would still not have a chance** against wealthy nations. This trade injustice has drawn widespread protests and pressure for the WTO to reform. Meanwhile, wealthy nations are increasingly going down the route of bilateral Free Trade Agreements (FTAs). Usually negotiated in secret, the interests of their corporations are paramount in FTAs and include the ability to sue states for eye-watering sums (should they, for example, want to terminate a contract or nationalize an industry) with no provision for states to do the same. Such instruments are working to create a utopia for transnational corporations, creating a business-friendly climate, which translates as the **demolition of labour protection, tax cuts for the wealthiest and a supine regulatory environment**. Tax havens operated by the richest countries are home to huge sums of illicit wealth draining out of some of the poorest. Today, due to how the global economy has been engineered, **for every dollar of aid sent to poorer countries, they lose 10 times as much in outflows** – **and that’s before one counts their losses through unfair trade rules and underpaid labour**. Foreign investors take nearly $500 billion a year in profits from the Global South, and trade-power imbalances cost poorer nations $700 billion a year in lost export revenue. 7 CONCENTRATION In the 21st century wealth increasingly flows through corporate hands towards a small super-elite. In a trend that began in the 1990s, the lion’s share of equity value is being realized through squeezing workers: the classification ‘working poor’ so familiar in the Global South is now increasingly also being used in the wealthy North, where neoliberal capitalism is leading inevitably to wage erosion and work precarity, coupled with the withdrawal of state support. Inequality is rising dramatically. In 2018 the richest 26 people owned wealth equivalent to the poorest half of the world’s population. And their wealth was increasing at the rate of $2.5 billion a day. Meanwhile 3.4 billion people – nearly half the world – were living on less than $5.50 a day.

## Util

#### The standard is maximizing expected well-being. [To clarify, hedonistic act util]. Prefer –

**1] Pleasure and pain *are* intrinsic value and disvalue – everything else *regresses* – robust neuroscience.**

**Blum et al. 18**

Kenneth Blum, 1Department of Psychiatry, Boonshoft School of Medicine, Dayton VA Medical Center, Wright State University, Dayton, OH, USA 2Department of Psychiatry, McKnight Brain Institute, University of Florida College of Medicine, Gainesville, FL, USA 3Department of Psychiatry and Behavioral Sciences, Keck Medicine University of Southern California, Los Angeles, CA, USA 4Division of Applied Clinical Research & Education, Dominion Diagnostics, LLC, North Kingstown, RI, USA 5Department of Precision Medicine, Geneus Health LLC, San Antonio, TX, USA 6Department of Addiction Research & Therapy, Nupathways Inc., Innsbrook, MO, USA 7Department of Clinical Neurology, Path Foundation, New York, NY, USA 8Division of Neuroscience-Based Addiction Therapy, The Shores Treatment & Recovery Center, Port Saint Lucie, FL, USA 9Institute of Psychology, Eötvös Loránd University, Budapest, Hungary 10Division of Addiction Research, Dominion Diagnostics, LLC. North Kingston, RI, USA 11Victory Nutrition International, Lederach, PA., USA 12National Human Genome Center at Howard University, Washington, DC., USA, Marjorie Gondré-Lewis, 12National Human Genome Center at Howard University, Washington, DC., USA 13Departments of Anatomy and Psychiatry, Howard University College of Medicine, Washington, DC US, Bruce Steinberg, 4Division of Applied Clinical Research & Education, Dominion Diagnostics, LLC, North Kingstown, RI, USA, Igor Elman, 15Department Psychiatry, Cooper University School of Medicine, Camden, NJ, USA, David Baron, 3Department of Psychiatry and Behavioral Sciences, Keck Medicine University of Southern California, Los Angeles, CA, USA, Edward J Modestino, 14Department of Psychology, Curry College, Milton, MA, USA, Rajendra D Badgaiyan, 15Department Psychiatry, Cooper University School of Medicine, Camden, NJ, USA, Mark S Gold 16Department of Psychiatry, Washington University, St. Louis, MO, USA, “Our evolved unique pleasure circuit makes humans different from apes: Reconsideration of data derived from animal studies”, U.S. Department of Veterans Affairs, 28 February 2018, accessed: 19 August 2020, <https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6446569/>, R.S.

**Pleasure** is not only one of the three primary reward functions but it also **defines reward.** As homeostasis explains the functions of only a limited number of rewards, the principal reason why particular stimuli, objects, events, situations, and activities are rewarding may be due to pleasure. This applies first of all to sex and to the primary homeostatic rewards of food and liquid and extends to money, taste, beauty, social encounters and nonmaterial, internally set, and intrinsic rewards. Pleasure, as the primary effect of rewards, drives the prime reward functions of learning, approach behavior, and decision making and provides the **basis for hedonic theories** of reward function. We are attracted by most rewards and exert intense efforts to obtain them, just because they are enjoyable [10].

Pleasure is a passive reaction that derives from the experience or prediction of reward and may lead to a long-lasting state of happiness. The word happiness is difficult to define. In fact, just obtaining physical pleasure may not be enough. One key to happiness involves a network of good friends. However, it is not obvious how the higher forms of satisfaction and pleasure are related to an ice cream cone, or to your team winning a sporting event. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure [14].

Pleasure as a hallmark of reward is sufficient for defining a reward, but it may not be necessary. A reward may generate positive learning and approach behavior simply because it contains substances that are essential for body function. When we are hungry, we may eat bad and unpleasant meals. A monkey who receives hundreds of small drops of water every morning in the laboratory is unlikely to feel a rush of pleasure every time it gets the 0.1 ml. Nevertheless, with these precautions in mind, we may define any stimulus, object, event, activity, or situation that has the potential to produce pleasure as a reward. In the context of reward deficiency or for disorders of addiction, homeostasis pursues pharmacological treatments: drugs to treat drug addiction, obesity, and other compulsive behaviors. The theory of allostasis suggests broader approaches - such as re-expanding the range of possible pleasures and providing opportunities to expend effort in their pursuit. [15]. It is noteworthy, the first animal studies eliciting approach behavior by electrical brain stimulation interpreted their findings as a discovery of the brain’s pleasure centers [16] which were later partly associated with midbrain dopamine neurons [17–19] despite the notorious difficulties of identifying emotions in animals.

Evolutionary theories of pleasure: The love connection BO:D

Charles Darwin and other biological scientists that have examined the biological evolution and its basic principles found various mechanisms that steer behavior and biological development. Besides their theory on natural selection, it was particularly the sexual selection process that gained significance in the latter context over the last century, especially when it comes to the question of what makes us “what we are,” i.e., human. However, the capacity to sexually select and evolve is not at all a human accomplishment alone or a sign of our uniqueness; yet, we humans, as it seems, are ingenious in fooling ourselves and others–when we are in love or desperately search for it.

It is well established that modern biological theory conjectures that **organisms are** the **result of evolutionary competition.** In fact, Richard Dawkins stresses gene survival and propagation as the basic mechanism of life [20]. Only genes that lead to the fittest phenotype will make it. It is noteworthy that the phenotype is selected based on behavior that maximizes gene propagation. To do so, the phenotype must survive and generate offspring, and be better at it than its competitors. Thus, the ultimate, distal function of rewards is to increase evolutionary fitness by ensuring the survival of the organism and reproduction. It is agreed that learning, approach, economic decisions, and positive emotions are the proximal functions through which phenotypes obtain other necessary nutrients for survival, mating, and care for offspring.

Behavioral reward functions have evolved to help individuals to survive and propagate their genes. Apparently, people need to live well and long enough to reproduce. Most would agree that homo-sapiens do so by ingesting the substances that make their bodies function properly. For this reason, foods and drinks are rewards. Additional rewards, including those used for economic exchanges, ensure sufficient palatable food and drink supply. Mating and gene propagation is supported by powerful sexual attraction. Additional properties, like body form, augment the chance to mate and nourish and defend offspring and are therefore also rewards. Care for offspring until they can reproduce themselves helps gene propagation and is rewarding; otherwise, many believe mating is useless. According to David E Comings, as any small edge will ultimately result in evolutionary advantage [21], additional reward mechanisms like novelty seeking and exploration widen the spectrum of available rewards and thus enhance the chance for survival, reproduction, and ultimate gene propagation. These functions may help us to obtain the benefits of distant rewards that are determined by our own interests and not immediately available in the environment. Thus the distal reward function in gene propagation and evolutionary fitness defines the proximal reward functions that we see in everyday behavior. That is why foods, drinks, mates, and offspring are rewarding.

There have been theories linking pleasure as a required component of health benefits salutogenesis, (salugenesis). In essence, under these terms, pleasure is described as a state or feeling of happiness and satisfaction resulting from an experience that one enjoys. Regarding pleasure, it is a double-edged sword, on the one hand, it promotes positive feelings (like mindfulness) and even better cognition, possibly through the release of dopamine [22]. But on the other hand, pleasure simultaneously encourages addiction and other negative behaviors, i.e., motivational toxicity. It is a complex neurobiological phenomenon, relying on reward circuitry or limbic activity. It is important to realize that through the “Brain Reward Cascade” (BRC) endorphin and endogenous morphinergic mechanisms may play a role [23]. While natural rewards are essential for survival and appetitive motivation leading to beneficial biological behaviors like eating, sex, and reproduction, crucial social interactions seem to further facilitate the positive effects exerted by pleasurable experiences. Indeed, experimentation with addictive drugs is capable of directly acting on reward pathways and causing deterioration of these systems promoting hypodopaminergia [24]. Most would agree that pleasurable activities can stimulate personal growth and may help to induce healthy behavioral changes, including stress management [25]. The work of Esch and Stefano [26] concerning the link between compassion and love implicate the brain reward system, and pleasure induction suggests that social contact in general, i.e., love, attachment, and compassion, can be highly effective in stress reduction, survival, and overall health.

Understanding the role of neurotransmission and pleasurable states both positive and negative have been adequately studied over many decades [26–37], but comparative anatomical and neurobiological function between animals and homo sapiens appear to be required and seem to be in an infancy stage.

Finding happiness is different between apes and humans

As stated earlier in this expert opinion one key to happiness involves a network of good friends [38]. However, it is not entirely clear exactly how the higher forms of satisfaction and pleasure are related to a sugar rush, winning a sports event or even sky diving, all of which augment dopamine release at the reward brain site. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure.

Remarkably, there are pathways for ordinary liking and pleasure, which are limited in scope as described above in this commentary. However, there are **many brain regions**, often termed hot and cold spots, that significantly **modulate** (increase or decrease) our **pleasure or** even produce **the opposite** of pleasure— that is disgust and fear [39]. One specific region of the nucleus accumbens is organized like a computer keyboard, with particular stimulus triggers in rows— producing an increase and decrease of pleasure and disgust. Moreover, the cortex has unique roles in the cognitive evaluation of our feelings of pleasure [40]. Importantly, the interplay of these multiple triggers and the higher brain centers in the prefrontal cortex are very intricate and are just being uncovered.

Desire and reward centers

It is surprising that many different sources of pleasure activate the same circuits between the mesocorticolimbic regions (Figure 1). Reward and desire are two aspects pleasure induction and have a very widespread, large circuit. Some part of this circuit distinguishes between desire and dread. The so-called pleasure circuitry called “REWARD” involves a well-known dopamine pathway in the mesolimbic system that can influence both pleasure and motivation.

In simplest terms, the well-established mesolimbic system is a dopamine circuit for reward. It starts in the ventral tegmental area (VTA) of the midbrain and travels to the nucleus accumbens (Figure 2). It is the cornerstone target to all addictions. The VTA is encompassed with neurons using glutamate, GABA, and dopamine. The nucleus accumbens (NAc) is located within the ventral striatum and is divided into two sub-regions—the motor and limbic regions associated with its core and shell, respectively. The NAc has spiny neurons that receive dopamine from the VTA and glutamate (a dopamine driver) from the hippocampus, amygdala and medial prefrontal cortex. Subsequently, the NAc projects GABA signals to an area termed the ventral pallidum (VP). The region is a relay station in the limbic loop of the basal ganglia, critical for motivation, behavior, emotions and the “Feel Good” response. This defined system of the brain is involved in all addictions –substance, and non –substance related. In 1995, our laboratory coined the term “Reward Deficiency Syndrome” (RDS) to describe genetic and epigenetic induced hypodopaminergia in the “Brain Reward Cascade” that contribute to addiction and compulsive behaviors [3,6,41].

Furthermore, ordinary “liking” of something, or pure pleasure, is represented by small regions mainly in the limbic system (old reptilian part of the brain). These may be part of larger neural circuits. In Latin, hedus is the term for “sweet”; and in Greek, hodone is the term for “pleasure.” Thus, the word Hedonic is now referring to various subcomponents of pleasure: some associated with purely sensory and others with more complex emotions involving morals, aesthetics, and social interactions. The capacity to have pleasure is part of being healthy and may even extend life, especially if linked to optimism as a dopaminergic response [42].

Psychiatric illness often includes symptoms of an abnormal inability to experience pleasure, referred to as anhedonia. A negative feeling state is called dysphoria, which can consist of many emotions such as pain, depression, anxiety, fear, and disgust. Previously many scientists used animal research to uncover the complex mechanisms of pleasure, liking, motivation and even emotions like panic and fear, as discussed above [43]. However, as a significant amount of related research about the specific brain regions of pleasure/reward circuitry has been derived from invasive studies of animals, these cannot be directly compared with subjective states experienced by humans.

In an attempt to resolve the controversy regarding the causal contributions of mesolimbic dopamine systems to reward, we have previously evaluated the three-main competing explanatory categories: “liking,” “learning,” and “wanting” [3]. That is, dopamine may mediate (a) liking: the hedonic impact of reward, (b) learning: learned predictions about rewarding effects, or (c) wanting: the pursuit of rewards by attributing incentive salience to reward-related stimuli [44]. We have evaluated these hypotheses, especially as they relate to the RDS, and we find that the incentive salience or “wanting” hypothesis of dopaminergic functioning is supported by a majority of the scientific evidence. Various neuroimaging studies have shown that anticipated behaviors such as sex and gaming, delicious foods and drugs of abuse all affect brain regions associated with reward networks, and may not be unidirectional. Drugs of abuse enhance dopamine signaling which sensitizes mesolimbic brain mechanisms that apparently evolved explicitly to attribute incentive salience to various rewards [45].

Addictive substances are voluntarily self-administered, and they enhance (directly or indirectly) dopaminergic synaptic function in the NAc. This activation of the brain reward networks (producing the ecstatic “high” that users seek). Although these circuits were initially thought to encode a set point of hedonic tone, it is now being considered to be far more complicated in function, also encoding attention, reward expectancy, disconfirmation of reward expectancy, and incentive motivation [46]. The argument about addiction as a disease may be confused with a predisposition to substance and nonsubstance rewards relative to the extreme effect of drugs of abuse on brain neurochemistry. The former sets up an individual to be at high risk through both genetic polymorphisms in reward genes as well as harmful epigenetic insult. Some Psychologists, even with all the data, still infer that addiction is not a disease [47]. Elevated stress levels, together with polymorphisms (genetic variations) of various dopaminergic genes and the genes related to other neurotransmitters (and their genetic variants), and may have an additive effect on vulnerability to various addictions [48]. In this regard, Vanyukov, et al. [48] suggested based on review that whereas the gateway hypothesis does not specify mechanistic connections between “stages,” and does not extend to the risks for addictions the concept of common liability to addictions may be more parsimonious. The latter theory is grounded in genetic theory and supported by data identifying common sources of variation in the risk for specific addictions (e.g., RDS). This commonality has identifiable neurobiological substrate and plausible evolutionary explanations.

Over many years the controversy of dopamine involvement in especially “pleasure” has led to confusion concerning separating motivation from actual pleasure (wanting versus liking) [49]. We take the position that animal studies cannot provide real clinical information as described by self-reports in humans. As mentioned earlier and in the abstract, on November 23rd, 2017, evidence for our concerns was discovered [50]

In essence, although nonhuman primate brains are similar to our own, the disparity between other primates and those of human cognitive abilities tells us that surface similarity is not the whole story. Sousa et al. [50] small case found various differentially expressed genes, to associate with pleasure related systems. Furthermore, the dopaminergic interneurons located in the human neocortex were absent from the neocortex of nonhuman African apes. Such differences in neuronal transcriptional programs may underlie a variety of neurodevelopmental disorders.

In simpler terms, the system controls the production of dopamine, a chemical messenger that plays a significant role in pleasure and rewards. The senior author, Dr. Nenad Sestan from Yale, stated: “Humans have evolved a dopamine system that is different than the one in chimpanzees.” This may explain why the behavior of humans is so unique from that of non-human primates, even though our brains are so surprisingly similar, Sestan said: “It might also shed light on why people are vulnerable to mental disorders such as autism (possibly even addiction).” Remarkably, this research finding emerged from an extensive, multicenter collaboration to compare the brains across several species. These researchers examined 247 specimens of neural tissue from six humans, five chimpanzees, and five macaque monkeys. Moreover, these investigators analyzed which genes were turned on or off in 16 regions of the brain. While the differences among species were subtle, **there was** a **remarkable contrast in** the **neocortices**, specifically in an area of the brain that is much more developed in humans than in chimpanzees. In fact, these researchers found that a gene called tyrosine hydroxylase (TH) for the enzyme, responsible for the production of dopamine, was expressed in the neocortex of humans, but not chimpanzees. As discussed earlier, dopamine is best known for its essential role within the brain’s reward system; the very system that responds to everything from sex, to gambling, to food, and to addictive drugs. However, dopamine also assists in regulating emotional responses, memory, and movement. Notably, abnormal dopamine levels have been linked to disorders including Parkinson’s, schizophrenia and spectrum disorders such as autism and addiction or RDS.

Nora Volkow, the director of NIDA, pointed out that one alluring possibility is that the neurotransmitter dopamine plays a substantial role in humans’ ability to pursue various rewards that are perhaps months or even years away in the future. This same idea has been suggested by Dr. Robert Sapolsky, a professor of biology and neurology at Stanford University. Dr. Sapolsky cited evidence that dopamine levels rise dramatically in humans when we anticipate potential rewards that are uncertain and even far off in our futures, such as retirement or even the possible alterlife. This may explain what often motivates people to work for things that have no apparent short-term benefit [51]. In similar work, Volkow and Bale [52] proposed a model in which dopamine can favor NOW processes through phasic signaling in reward circuits or LATER processes through tonic signaling in control circuits. Specifically, they suggest that through its modulation of the orbitofrontal cortex, which processes salience attribution, dopamine also enables shilting from NOW to LATER, while its modulation of the insula, which processes interoceptive information, influences the probability of selecting NOW versus LATER actions based on an individual’s physiological state. This hypothesis further supports the concept that disruptions along these circuits contribute to diverse pathologies, including obesity and addiction or RDS.

#### 2] No act omission distinction – outweighs on actor specificity because different actors have different obligations.

Shwartz 19 Schwartz, Gregory. (2019). THE ETHICS OF OMISSION. Think, 18(51), 117–121. doi:10.1017/s1477175618000404

A trolley worker in Victoria London is near the tracks when he sees a runaway trolley barrelling down. On its current path, it will kill three people tied to the tracks. Seeing a lever, the worker can deviate the trolley’s path to one where only one person is tied down. The worker must make a decision, to kill a person or to let three people die. This thought experiment is a classic opener to the field of Normative Ethics, which focuses on determining the morality of decisions. This is because the trolley problem highlights the difference between the two main ethical theories, Deontology and Utilitarianism, which are best known in the form championed by Immanuel Kant and John Stuart Mill, respectively. Kant’s Deontology, which focuses on inviolable, categorical rules, argues against pulling the lever because killing is always wrong. Under this theory, the three people who would die do so as a result of the worker’s omission and are consequently not the worker’s fault. However, if the worker pulls the lever then that one person’s death would have been the worker’s fault because that death was a direct result of the worker’s action.Alternatively, Mill’s Utilitarianism, which focuses on maximizing good, argues that the worker should pull the lever so that one person dies instead of three. Under this theory, each life is regarded as equal regardless of whether it is ended by act or omission. Thus, the validity of Deontology is contingent on there being an Act–Omission Distinction. If the Act–Omission Distinction doesn’t exist, then there would be no difference between killing one person and letting one person die, meaning that Deontology achieves nothing in the Trolley problem except three times more death than Utilitarianism. This Act–Omission Distinction, whether having the power to act is the moral equivalent of acting, was first assimilated into popular culture in 1962 when comic writer Stan Lee wrote that ‘with great power comes great responsibility’. In the comic, Spider-man learns this lesson when a burglar, whom Spider-man chose not to stop earlier that day, kills his Uncle Ben. Afterwards, Spider-man feels that he killed his Uncle Ben by refusing to act, and the fact that he killed Uncle Ben by omission brings Spider-man no solace. This sounds plausible. But suppose that Spider-man had not received his powers by chance. Rather, the citizens of New York held an election to appoint their protector. After receiving the same power as the randomly selected Spiderman, the Elected Spider-man chooses to let the burglar escape. It seems that this Elected Spider-man would be more blameworthy for omitting to stop a burglar than the randomly selected Spider-man, suggesting that power alone is not a direct contributor to responsibility. Additionally, suppose that someone is driving a car when a pedestrian appears in front of her. Failure to hit the brakes would be an omission; however, it seems odd not to hold the driver accountable for hitting the pedestrian. This Schwartz The Ethics of Omission † 118 https://doi.org/10.1017/S1477175618000404 21 Feb 2019 at 13:32:32, subject to the Cambridge Core terms of use, available at https://www.cambridge.org/core/terms. Downloaded from https://www.cambridge.org/core. Eugene McDermott Library, University of Texas at Dallas, on is where intuition seems to contradict itself, as in the Elected Spider-man and Crashing Car scenarios the omitter seems more culpable than the randomly selected Spider-man, despite committing the same omission; suggesting that there is something wrong with Spider-man’s plausible-sounding argument after all. Normative Ethics tends to be abstract and difficult to conceptualize, so an easier way to explore this conflict further is by examining the application of these moral concepts in the real world. This application of Normative Ethics is commonly known as a separate field, Applied Ethics. One area of application for the Act–Omission Distinction is Law, where it is referred to as the Actus Reus–Omission Distinction. In this, ‘Actus Reus’ refers to a physical action, opposed to ‘Mens Rea’, or mental action. Legally, Actus Reus does not equate to Omission except in three types of situations. The first situation is when the defendant had assumed responsibility for the care of dependents. This was seen in R v Stone & Dobinson, when Stone and Dobinson had agreed to care for Stone’s anorexic sister. They were convicted of manslaughter because they had assumed responsibility for her. The second situation is when the defendant has created the danger. This solves the Crashing Car dilemma. Despite not hitting the brakes constituting an omission, the driver is still responsible for stopping because the driver is the one who caused the situation in the first place. The third is when the defendant is required under contract to act. Should a bodyguard agree to protect someone, then by omitting to do so that bodyguard may be held legally culpable. Having secured this understanding of the Actus Reus– Omission Distinction in Applied Ethics, its implications can be translated back over to Normative Ethics. However, while deriving the underlying, driving moral concepts from rules, it is important to note situational differences. Law, for example, is also bound by governmental constraints, Think Spring 2019 † 119 https://doi.org/10.1017/S1477175618000404 21 Feb 2019 at 13:32:32, subject to the Cambridge Core terms of use, available at https://www.cambridge.org/core/terms. Downloaded from https://www.cambridge.org/core. Eugene McDermott Library, University of Texas at Dallas, on whereas the goal of this article is to establish a more universal ideal rather than something to be enforced by a specific actor. This becomes relevant as universal ideals can call upon someone to be a Good Samaritan, someone who goes out of their way, at some cost to themselves, to help those in need. However, it would be highly coercive should a government demand that people help others at a cost to themselves. Now peering beyond these actor-related constraints to find the underlying ethic, it is apparent that omission doesn’t default to omission except in the three scenarios described above, so the question is what makes those circumstances special. One common trait is that each omission was preceded by an act. Before Stone and Dobinson’s omission to care for Stone’s sister, there came the act of accepting responsibility for her. Before the omission to hit the brakes the driver had to take the action of pressing the accelerator. Before the bodyguard’s omission to protect his client, there came the act of accepting to protect the client. However, the issue with equating omissions preceded by an act with acts is that every omission is preceded by an act. Since birth, people take actions and those actions determine where and when they are, meaning that every time a person is in a position to engage in omission their presence there can be traced back to an action. Thus, it becomes necessary to look at the second common trait in the three scenarios, that there is a connection between the victim and the omitter. This connection can be contractual, such as with the bodyguard, it could be verbal, such as with Stone and Dobinson, or it could be physical, such as with the driver, but there must be a connection. So Spider-man’s great power doesn’t come with great responsibility at the time of Uncle Ben’s death as there was no connection between Spider-man and the burglar that he let escape. It was only afterwards, when Spider-man made a commitment to protect New York, that he became obligated to help when he is able. Thus, should the exact scenario occur, now that Spider-man has declared himself Schwartz The Ethics of Omission † 120 https://doi.org/10.1017/S1477175618000404 21 Feb 2019 at 13:32:32, subject to the Cambridge Core terms of use, available at https://www.cambridge.org/core/terms. Downloaded from https://www.cambridge.org/core. Eugene McDermott Library, University of Texas at Dallas, on New York’s protector he would be morally responsible for omitting to stop the burglar. This interpretation of the Act–Omission Distinction does not absolve groups such as the government from the obligation to act. Just like the Elected Spider-Man, governments only have great power for the purpose of aiding their citizens. Thus, when policymakers (or elected spider-men) accept their position, they accept responsibility to use that power for the public’s benefit. This means that they are responsible for their omissions to do so. Great responsibility doesn’t inherently come with great power. But when power allocation is purposeful, great power is given for a great purpose. Whether this takes the form of being a caretaker, policymaker, or elected spiderman, accepting that power means accepting the responsibility to fulfil that purpose. Spider-man’s premise is an easy one to accept, because power comes with responsibility so often that it’s hard not to correlate the two. But it is important to recognize that power doesn’t spawn responsibility. Rather, power and responsibility come from the same source: consent. Ultimately, the root of responsibility is consent.

#### No intent foresight distinction for states.

Enoch 07 Enoch, D [The Faculty of Law, The Hebrew Unviersity, Mount Scopus Campus, Jersusalem]. (2007). INTENDING, FORESEEING, AND THE STATE. Legal Theory, 13(02). doi:10.1017/s1352325207070048 https://www.cambridge.org/core/journals/legal-theory/article/intending-foreseeing-and-the-state/76B18896B94D5490ED0512D8E8DC54B2

The general difficulty of the intending-foreseeing distinction here stemmed, you will recall, from the feeling that attempting to pick and choose among the foreseen consequences of one’s actions those one is more and those one is less responsible for looks more like the preparation of a defense than like a genuine attempt to determine what is to be done. Hiding behind the intending-foreseeing distinction seems like an attempt to evade responsibility, and so thinking about the distinction in terms of responsibility serves 39. Anderson & Pildes, supra note 38. I will use this text as my example of an expressive theory here. 40. See id. at 1554, 1564. 41. For a general critique, see Mathew D. Adler, Expressive Theories of Law: A Skeptical Overview, 148 U. PA. L. REV. 1363 (1999–2000). 42. As Adler repeatedly notes, the understanding of expression Anderson & Pildes work with is amazingly broad, so that “To express an attitude through action is to act on the reasons the attitude gives us”; Anderson & Pildes, supra note 38, at 1510. If this is so, it seems that expression drops out of the picture and everything done with it can be done directly in terms of reasons. 43. This may be true of what Anderson and Pildes have in mind when they say that “expressive norms regulate actions by regulating the acceptable justifications for doing them”; id. at 1511. http://journals.cambridge.org Downloaded: 03 Aug 2014 IP address: 134.153.184.170 Intending, Foreseeing, and the State 91 to reduce even further the plausibility of attributing to it intrinsic moral significance. This consideration—however weighty in general—seems to me very weighty when applied to state action and to the decisions of state officials. For perhaps it may be argued that individuals are not required to undertake a global perspective, one that equally takes into account all foreseen consequences of their actions. Perhaps, in other words, individuals are entitled to (roughly) settle for having a good will, and beyond that let chips fall where they may. But this is precisely what stateswomen and statesmen—and certainly states—are not entitled to settle for.44 In making policy decisions, it is precisely the global (or at least statewide, or nationwide, or something of this sort) perspective that must be undertaken. Perhaps, for instance, an individual doctor is entitled to give her patient a scarce drug without thinking about tomorrow’s patients (I say “perhaps” because I am genuinely not sure about this), but surely when a state committee tries to formulate rules for the allocation of scarce medical drugs and treatments, it cannot hide behind the intending-foreseeing distinction, arguing that if it allows45 the doctor to give the drug to today’s patient, the death of tomorrow’s patient is merely foreseen and not intended. When making a policy-decision, this is clearly unacceptable. Or think about it this way (I follow Daryl Levinson here):46 perhaps restrictions on the responsibility of individuals are justified because individuals are autonomous, because much of the value in their lives comes from personal pursuits and relationships that are possible only if their responsibility for what goes on in the (more impersonal) world is restricted. But none of this is true of states and governments. They have no special relationships and pursuits, no personal interests, no autonomous lives to lead in anything like the sense in which these ideas are plausible when applied to individuals persons. So there is no reason to restrict the responsibility of states in anything like the way the responsibility of individuals is arguably restricted.47 States and state officials have much more comprehensive responsibilities than individuals do. Hiding behind the intending-foreseeing distinction thus more clearly constitutes an evasion of responsibility in the case of the former. So the evading-responsibility worry has much more force against the intending-foreseeing distinction when applied to state action than elsewhere

#### Substitutability—only consequentialism explains necessary enablers.

Sinnott-Armstrong 92 [Walter, professor of practical ethics. “An Argument for Consequentialism” Dartmouth College Philosophical Perspectives. 1992.]

A moral reason to do an act is consequential if and only if the reason depends only on the consequences of either doing the act or not doing the act. For example, a moral reason not to hit someone is that this will hurt her or him. A moral reason to turn your car to the left might be that, if you do not do so, you will run over and kill someone. A moral reason to feed a starving child is that the child will lose important mental or physical abilities if you do not feed it. All such reasons are consequential reasons. All other moral reasons are non-consequential. Thus, a moral reason to do an act is non-consequential if and only if the reason depends even partly on some property that the act has independently of its consequences. For example, an act can be a lie regardless of what happens as a result of the lie (since some lies are not believed), and some moral theories claim that that property of being a lie provides amoral reason not to tell a lie regardless of the consequences of this lie. Similarly, the fact that an act fulfills a promise is often seen as a moral reason to do the act, even though the act has that property of fulfilling a promise independently ofits consequences. All such moral reasons are non-consequential. In order to avoid so many negations, I will also call them 'deontological'. This distinction would not make sense if we did not restrict the notion of consequences. If I promise to mow the lawn, then one consequence of my mowing might seem to be that my promise is fulfilled. One way to avoid this problem is to specify that the consequences of an act must be distinct from the act itself. My act of fulfilling my promise and my act of mowing are not distinct, because they are done by the same bodily movements.10 Thus, my fulfilling my promise is not a consequence of my mowing. A consequence of an act need not be later in time than the act, since causation can be simultaneous, but the consequence must at least be different from the act. Even with this clarification, it is still hard to classify some moral reasons as consequential or deontological,11 but I will stick to examples that are clear. In accordance with this distinction between kinds of moral reasons, I can now distinguish different kinds of moral theories. I will say that a moral theory is consequentialist if and only if it implies that all basic moral reasons are consequential. A moral theory is then non-consequentialist or deontological if it includes any basic moral reasons which are not consequential. 5. Against Deontology So defined, the class of deontological moral theories is very large and diverse. This makes it hard to say anything in general about it. Nonetheless, I will argue that no deontological moral theory can explain why moral substitutability holds. My argument applies to all deontological theories because it depends only on what is common to them all, namely, the claim that some basic moral reasons are not consequential. Some deontological theories allow very many weighty moral reasons that are consequential, and these theories might be able to explain why moral substitutability holds for some of their moral reasons: the consequential ones. But even these theories cannot explain why moral substitutability holds for all moral reasons, including the non-consequential reasons that make the theory deontological. The failure of deontological moral theories to explain moral substitutability in the very cases that make them deontological is a reason to reject all deontological moral theories. I cannot discuss every deontological moral theory, so I will discuss only a few paradigm examples and show why they cannot explain moral substitutability. After this, I will argue that similar problems are bound to arise for all other deontological theories by their very nature. The simplest deontological theory is the pluralistic intuitionism of Prichard and Ross. Ross writes that, when someone promises to do something, 'This we consider obligatory in its own nature, just because it is a fulfillment of a promise, and not because of its consequences.'12 Such deontologists claim in effect that, if I promise to mow the grass, there is a moral reason for me to mow the grass, and this moral reason is constituted by the fact that mowing the grass fulfills my promise. This reason exists regardless of the consequences of mowing the grass, even though it might be overridden by certain bad consequences. However, if this is why I have a moral reason to mow the grass, then, even if I cannot mow the grass without starting my mower, and starting the mower would enable me to mow the grass, it still would not follow that I have any moral reason to start my mower, since I did not promise to start my mower, and starting my mower does not fulfill my promise. Thus, a moral theory cannot explain moral substitutability if it claims that properties like this provide moral reasons.

#### Reject non-naturalist ethics –

Greene 10 – Joshua, Associate Professor of Social science in the Department of Psychology at Harvard University

(The Secret Joke of Kant’s Soul published in Moral Psychology: Historical and Contemporary Readings, accessed: www.fed.cuhk.edu.hk/~lchang/material/Evolutionary/Developmental/Greene-KantSoul.pdf)

**What turn-of-the-millennium science** **is telling us is that human moral judgment is not a pristine rational enterprise**, that our **moral judgments are driven by a hodgepodge of emotional dispositions, which themselves were shaped by a hodgepodge of evolutionary forces, both biological and cultural**. **Because of this, it is exceedingly unlikely that there is any rationally coherent normative moral theory that can accommodate our moral intuitions**. Moreover, **anyone who claims to have such a theory**, or even part of one, **almost certainly doesn't**. Instead, what that person probably has is a moral rationalization. It seems then, that we have somehow crossed the infamous "is"-"ought" divide. How did this happen? Didn't Hume (Hume, 1978) and Moore (Moore, 1966) warn us against trying to derive an "ought" from and "is?" How did we go from descriptive scientific theories concerning moral psychology to skepticism about a whole class of normative moral theories? The answer is that we did not, as Hume and Moore anticipated, attempt to derive an "ought" from and "is." That is, our method has been inductive rather than deductive. We have inferred on the basis of the available evidence that the phenomenon of rationalist deontological philosophy is best explained as a rationalization of evolved emotional intuition (Harman, 1977). Missing the Deontological Point I suspect that **rationalist deontologists will remain unmoved by the arguments presented here**. Instead, I suspect, **they** **will insist that I have simply misunderstood what** Kant and like-minded **deontologists are all about**. **Deontology, they will say, isn't about this intuition or that intuition**. It's not defined by its normative differences with consequentialism. **Rather, deontology is about taking humanity seriously**. Above all else, it's about respect for persons. It's about treating others as fellow rational creatures rather than as mere objects, about acting for reasons rational beings can share. And so on (Korsgaard, 1996a; Korsgaard, 1996b). **This is, no doubt, how many deontologists see deontology. But this insider's view**, as I've suggested, **may be misleading**. **The problem**, more specifically, **is that it defines deontology in terms of values that are not distinctively deontological**, though they may appear to be from the inside. **Consider the following analogy with religion. When one asks a religious person to explain the essence of his religion, one often gets an answer like this: "It's about love**, really. It's about looking out for other people, looking beyond oneself. It's about community, being part of something larger than oneself." **This sort of answer accurately captures the phenomenology of many people's religion, but it's nevertheless inadequate for distinguishing religion from other things**. This is because many, if not most, non-religious people aspire to love deeply, look out for other people, avoid self-absorption, have a sense of a community, and be connected to things larger than themselves. In other words, secular humanists and atheists can assent to most of what many religious people think religion is all about. From a secular humanist's point of view, in contrast, what's distinctive about religion is its commitment to the existence of supernatural entities as well as formal religious institutions and doctrines. And they're right. These things really do distinguish religious from non-religious practices, though they may appear to be secondary to many people operating from within a religious point of view. In the same way, I believe that most of **the standard deontological/Kantian self-characterizatons fail to distinguish deontology from other approaches to ethics**. (See also Kagan (Kagan, 1997, pp. 70-78.) on the difficulty of defining deontology.) It seems to me that **consequentialists**, as much as anyone else, **have respect for persons**, **are against treating people as mere objects,** **wish to act for reasons that rational creatures can share, etc**. **A consequentialist respects other persons, and refrains from treating them as mere objects, by counting every person's well-being in the decision-making process**. **Likewise, a consequentialist attempts to act according to reasons that rational creatures can share by acting according to principles that give equal weight to everyone's interests, i.e. that are impartial**. This is not to say that consequentialists and deontologists don't differ. They do. It's just that the real differences may not be what deontologists often take them to be. What, then, distinguishes deontology from other kinds of moral thought? A good strategy for answering this question is to start with concrete disagreements between deontologists and others (such as consequentialists) and then work backward in search of deeper principles. This is what I've attempted to do with the trolley and footbridge cases, and other instances in which deontologists and consequentialists disagree. **If you ask a deontologically-minded person why it's wrong to push someone in front of speeding trolley in order to save five others, you will get** characteristically deontological **answers**. Some **will be tautological**: **"Because it's murder!"** **Others will be more sophisticated: "The ends don't justify the means**." "You have to respect people's rights." **But**, as we know, **these answers don't really explain anything**, because **if you give the same people** (on different occasions) **the trolley case** or the loop case (See above), **they'll make the opposite judgment**, even though their initial explanation concerning the footbridge case applies equally well to one or both of these cases. **Talk about rights, respect for persons, and reasons we can share are natural attempts to explain, in "cognitive" terms, what we feel when we find ourselves having emotionally driven intuitions that are odds with the cold calculus of consequentialism**. Although these explanations are inevitably incomplete, **there seems to be "something deeply right" about them because they give voice to powerful moral emotions**. **But, as with many religious people's accounts of what's essential to religion, they don't really explain what's distinctive about the philosophy in question**.

#### 10] Consequentialism can account for deontic theories but the opposite isn’t true – this means you prefer consequentialism as it can subsume their assumptions

**Peterson 10**[“A Royal Road to Consequentialism?” Martin Peterson (Section for Philosophy and Ethics, Eindhoven University of Technology). Ethic Theory Moral Prac (2010) 13:153–169] **AJ**

Euclid famously told King Ptolemy that, “there is no royal road to geometry”.1 But what about other theoretical constructs? Is there any royal road to any other theory worth thinking about? Some moral philosophers believe there is a royal road to consequentialism in ethics. On their view, **every nonconsequentialist moral theory can be consequentialised**. **To consequentialise**a moral theory **means to account for moral phenomena**usually described in nonconsequentialist terms, **such as rights, duties, and virtues, in a consequentialist framework.**In a recent article, Portmore proposes the following general recipe for consequentialising nonconsequentialist theories: Take whatever considerations that the nonconsequentialist theory holds to be relevant to determining the deontic status of an action and insist that those considerations are relevant to determining the proper ranking of outcomes. In this way, the consequentialist can produce an ordering of outcomes that when combined with her criterion of rightness yields the same set of deontic verdicts that the nonconsequenti- alist theory yields. (Portmore 2007:39) To see howconsequentialising works in practice, **consider the Kantian claim that lying is always wrong.**If you face a choice between lying and telling the truth,**the consequentialist could**mimic the advice offered by Kantians by **assign**ing**a high utility to telling the truth and a low utility to lying.**According to Dreier (1993:23) rival moral theories can be consequentialised in similar ways, because we can always, “take the features of an action that the theory considers to be relevant, and build them into the consequences.”2 If true,**the claim**that every moral theory can be consequentialised**reveals an important asymmetry between consequentialism and other theories. Consequentialists can account for phenomena that are usually thought of innonconsequentialist terms,**such as rights, duties, and virtues,**whereas the opposite is false**of nonconsequentialist theories.**Rights,**duty or virtue-**based theories cannot account for**the fundamental moral importance of**consequences.3 Because of this asymmetry, it seems it would be preferable to become a consequentialist**— indeed, it would be virtually impossible not to be a consequentialist. Call this the asymmetry argument.

**11} Libertarianism collapses to util – it relies on an empirical question about the best way to protect freedom.**

Jeffrey Friedman 1997 [Department of Political Science @ Yale University], “What's wrong with Libertarianism,” Critical Review, 11:3, 407-467

Boaz's attempt to resolve the quandary is borrowed from Ayn Rand: **"individual rights are rooted in the nature of man."** "Hu-, mans," Boaz elaborates, "come into the world without an instinctive knowledge of what their needs are and how to fulfill them; as Aristotle said, man is a reasoning and deliberating animal. .. . **So they need a social system that allows them to use their reason, t**o act in the world, and to cooperate with others." But since "we think and act individually" (61), only a social system such as libertarianism, one that respects human individuality, will manage to meet human needs. **That, however, is a claim about the empirical consequences of libertarianism**. As such, **its validity cannot be known in advance.** **Only if**, as a matter of fact, empirical investigation and experience indicate that **libertarianism does meet human needs better than other social systems is Boaz's thesis validated**. **If another form of individualism,** such as social-democratic liberalism, **proves better able to meet human needs** than libertarianism**, then we would**, by Boaz's argument, **be required to endorse it**. And if this research reveals that Boaz is mistaken in his identification of the human "essence"—if it is our sociality (as Aristotle believed), or our mortality, or our historicity, or our evolutionary origins, rather than our individuality, that actually determines our needs—then we should not restrict our options to forms of individualism, libertarian or otherwise. **A non-individualist social system might be the one most appropriate to human beings; only empirical investigation, not moral imperatives, could say**.