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**Pharma profits are up from COVID vaccines, patent waivers threaten this**

**Buchholz 5-17-21**

(Katharina, https://www.statista.com/chart/24829/net-income-profit-pharma-companies/)

The profitability of coronavirus vaccines has been in the spotlight since U.S. President Joe Biden come out in support of temporarily lifting vaccine patents to make the production of the life-saving inoculations more financially feasible for poorer countries. EU leaders meanwhile remain divided over such a move. Company financial reports show that COVID-19 vaccine makers and developers like Johnson & Johnson, Pfizer, Moderna, AstraZeneca and BioNTech have seen their profits increase since the vaccine rollout, at times majorly. In early May, stocks of several companies that benefit from COVID-19 vaccine sales **took a nosedive on the news of Biden’s reversal**. Moderna stocks, for example, were still down more than 6 percent at close on May 5, the day of the announcement. Stocks recovered somewhat as German chancellor Angela Merkel came out against patent waivers the following day. While fluctuations in the stock market price have hurt drug makers in the **short term**, patent waivers would diminish the bottom line of companies involved with the development and production of COVID-19 **vaccines in the long term**. Pharma giants like Johnson & Johnson and Pfizer bring in billions of dollars of income every quarter from diverse sources, so the COVID bump was smaller for them. In the case of Pfizer, which has been a bigger producer than J&J, the year-over-year profit increase was a handsome 44 percent, however. For smaller AstraZeneca, the COVID year meant that its profits doubled. In the case of Moderna, the past year has turned a Q1 loss into a profit. The case is similar for German company BioNTech, which collaborated with Pfizer on its COVID vaccine. While Q1 2021 brought in a profit of $1.1 billion, the company ran a deficit since its founding in 2008 up until Q4 2020, when it posted a profit for the first time. The $446 million earned stood in contrast to losses of almost $428 million accrued in the first nine months of the year.

**Strong IP protection spurs innovation by encouraging risk-taking and incentivizing knowledge sharing -- prefer statistical analysis of multiple studies**

**Ezell and Cory 19** [Stephen Ezell, vice president & global innovation policy @ ITIF, BS Georgetown School of Foreign Service. Nigel Cory, associate director covering trade policy @ ITIF, MA public policy @ Georgetown. "The Way Forward for Intellectual Property Internationally," Information Technology & Innovation Foundation, 4-25-2019, accessed 8-25-2021, https://itif.org/publications/2019/04/25/way-forward-intellectual-property-internationally] HWIC

IPRs Strengthen Innovation

Intellectual property rights power innovation. For instance, analyzing the level of intellectual property protections (via the World Economic Forum’s Global Competitiveness reports) and creative outputs (via the Global Innovation Index) shows that counties with stronger IP protection have more creative outputs (in terms of intangible assets and creative goods and services in a nation’s media, printing and publishing, and entertainment industries, including online), even at varying levels of development.46

IPR reforms also introduce strong incentives for domestic innovation. Sherwood, using case studies from 18 developing countries, concluded that poor provision of intellectual property rights deters local innovation and risk-taking.47 In contrast, IPR reform has been associated with increased innovative activity, as measured by domestic patent filings, albeit with some variation across countries and sectors.48 For example, Ryan, in a study of biomedical innovations and patent reform in Brazil, found that patents provided incentives for innovation investments and facilitated the functioning of technology markets.49 Park and Lippoldt also observed that the provision of adequate protection for IPRs can help to stimulate local innovation, in some cases building on the transfer of technologies that provide inputs and spillovers.50 In other words, local innovators are introduced to technologies first through the technology transfer that takes place in an environment wherein protection of IPRs is assured; then, they may build on those ideas to create an evolved product or develop alternate approaches (i.e., to innovate). Related research finds that trade in technology—through channels including imports, foreign direct investment, and technology licensing—improves the quality of developing-country innovation by increasing the pool of ideas and efficiency of innovation by encouraging the division of innovative labor and specialization.51 However, Maskus notes that **without protection from potential abuse of their newly developed technologies, foreign enterprises may be less willing to reveal technical information associated with their innovations**.52 The protection of patents and trade secrets provides necessary legal assurances for firms wishing to reveal proprietary characteristics of technologies to subsidiaries and licensees via contracts. Counties with stronger IP protection have more creative outputs (in terms of intangible assets and creative goods and services in a nation’s media, printing and publishing, and entertainment industries, including online), even at varying levels of development. The relationship between IPR rights and innovation can also be seen in studies of how the introduction of stronger IPR laws, with regard to patents, copyrights, and trademarks, affect R&D activity in an economy. Studies by Varsakelis and by Kanwar and Evenson found that **R&D to GDP ratios are positively related to the strength of patent rights**, and are conditional on other factors.53 Cavazos Cepeda et al. found a positive influence of IPRs on the level of R&D in an economy, with each 1 percent increase in the level of protection of IPRs in an economy (as measured by improvements to a country’s score in the Patent Rights Index) equating to, on average, a 0.7 percent increase in the domestic level of R&D.54 Likewise, a 1 percent increase in copyright protection was associated with a 3.3 percent increase in domestic R&D. Similarly, when trademark protection increased by 1 percent, there was an associated R&D increase of 1.4 percent. As the authors concluded, “Increases in the protection of the IPRs carried economic benefits in the form of higher inflows of FDI, and increases in the levels of both domestically conducted R&D and service imports as measured by licensing fees.”55 As Jackson summarized, regarding the relationship between IPR reform and both innovation and R&D, and FDI, “In addition to spurring domestic innovation, strong intellectual property rights can increase incentives for foreign direct investment which in turn also leads to economic growth.”56

**COVID exceptions erode IP policies broadly.**

**PRMA 21** The Pharmaceutical Research and Manufacturers of America SPECIAL 301 SUBMISSION 2021 <https://phrma.org/-/media/Project/PhRMA/PhRMA-Org/PhRMA-Org/PDF/P-R/PhRMA_2021-Special-301_Review_Comment-1.pdf> SM

Moreover, some countries are using the COVID-19 pandemic opportunistically to advance longstanding industrial policies to further erode intellectual property policies. India and South Africa are key sponsors of a proposal at the WTO TRIPS Council calling to eliminate for an indefinite term certain WTO obligations to grant IP on a wide range of technologies related to COVID-19. The proposal marks a significant escalation in anti-IP global activism and will further polarize legitimate conversations on countries’ engagement to combat the pandemic. The proposal will do nothing to address the production and distribution challenges for making COVID-19 vaccines globally available. If anything the proposals threaten to undermine the ability to respond to another pandemic, and will inevitably affect IP discussions in countries around the world.

**Biopharmaceutical innovation is key to prevent future pandemics and bioterror**

**Marjanovic and Feijao 20** [Sonja Marjanovic Ph.D., Judge Business School, University of Cambridge. Carolina Feijao, Ph.D. in biochemistry, University of Cambridge; M.Sc. in quantitative biology, Imperial College London; B.Sc. in biology, University of Lisbon. "How to Best Enable Pharma Innovation Beyond the COVID-19 Crisis," RAND Corporation, 05-2020, accessed 8-8-2021, https://www.rand.org/pubs/perspectives/PEA407-1.html] HWIC

As key actors in the healthcare innovation landscape, pharmaceutical and life sciences companies have been called on to develop medicines, vaccines and diagnostics for pressing public health challenges. The COVID-19 crisis is one such challenge, but there are many others. For example, MERS, SARS, Ebola, Zika and avian and swine flu are also infectious diseases that represent public health threats. Infectious agents such as anthrax, smallpox and tularemia could present threats in a bioterrorism context.1 The general threat to public health that is posed by antimicrobial resistance is also well-recognised as an area in need of pharmaceutical innovation. Innovating in response to these challenges does not always align well with pharmaceutical industry commercial models, shareholder expectations and competition within the industry. However, the expertise, networks and infrastructure that industry has within its reach, as well as public expectations and the moral imperative, make pharmaceutical companies and the wider life sciences sector an indispensable partner in the search for solutions that save lives. This perspective argues for the need to establish more sustainable and scalable ways of incentivising pharmaceutical innovation in response to infectious disease threats to public health. It considers both past and current examples of efforts to mobilise pharmaceutical innovation in high commercial risk areas, including in the context of current efforts to respond to the COVID-19 pandemic. In global pandemic crises like COVID-19, the urgency and scale of the crisis – as well as the spotlight placed on pharmaceutical companies – mean that contributing to the search for effective medicines, vaccines or diagnostics is essential for socially responsible companies in the sector. 2 It is therefore unsurprising that we are seeing industry-wide efforts unfold at unprecedented scale and pace. Whereas there is always scope for more activity, industry is currently contributing in a variety of ways. Examples include pharmaceutical companies donating existing compounds to assess their utility in the fight against COVID19; screening existing compound libraries in-house or with partners to see if they can be repurposed; accelerating trials for potentially effective medicine or vaccine candidates; and in some cases rapidly accelerating in-house research and development to discover new treatments or vaccine agents and develop diagnostics tests.3,4 Pharmaceutical companies are collaborating with each other in some of these efforts and participating in global R&D partnerships (such as the Innovative Medicines Initiative effort to accelerate the development of potential therapies for COVID-19) and supporting national efforts to expand diagnosis and testing capacity and ensure affordable and ready access to potential solutions.3,5,6 The primary purpose of such innovation is to benefit patients and wider population health. Although there are also reputational benefits from involvement that can be realised across the industry, there are likely to be relatively few companies that are ‘commercial’ winners. Those who might gain substantial revenues will be under pressure not to be seen as profiting from the pandemic. In the United Kingdom for example, GSK has stated that it does not expect to profit from its COVID-19 related activities and that any gains will be invested in supporting research and long-term pandemic preparedness, as well as in developing products that would be affordable in the world’s poorest countries.7 Similarly, in the United States AbbVie has waived intellectual property rights for an existing combination product that is being tested for therapeutic potential against COVID-19, which would support affordability and allow for a supply of generics.8,9 Johnson & Johnson has stated that its potential vaccine – which is expected to begin trials – will be available on a not-for-profit basis during the pandemic.10 Pharma is mobilising substantial efforts to rise to the COVID-19 challenge at hand. However, we need to consider how pharmaceutical innovation for responding to emerging infectious diseases can best be enabled beyond the current crisis. Many public health threats (including those associated with other infectious diseases, bioterrorism agents and antimicrobial resistance) are urgently in need of pharmaceutical innovation, even if their impacts are not as visible to society as COVID-19 is in the immediate term. The pharmaceutical industry has responded to previous public health emergencies associated with infectious disease in recent times – for example those associated with Ebola and Zika outbreaks.11 However, it has done so to a lesser scale than for COVID-19 and with contributions from fewer companies. Similarly, levels of activity in response to the threat of antimicrobial resistance are still low.12 There are important policy questions as to whether – and how – industry could engage with such public health threats to an even greater extent under improved innovation conditions.

**That causes extinction, which outweighs.**

**Millett & Snyder-Beattie ‘17**. Millett, Ph.D., Senior Research Fellow, Future of Humanity Institute, University of Oxford; and Snyder-Beattie, M.S., Director of Research, Future of Humanity Institute, University of Oxford. 08-01-2017. “Existential Risk and Cost-Effective Biosecurity,” Health Security, 15(4), PubMed

In the decades to come, advanced bioweapons could **threaten human existence**. Although the **probability** of human extinction from bioweapons **may** be low, the **expected value** of **reducing** the risk could **still** be **large**, since such risks jeopardize the existence of **all future generations**. We provide an overview of biotechnological extinction risk, make some rough initial estimates for how severe the risks might be, and compare the cost-effectiveness of reducing these extinction-level risks with existing biosecurity work. We find that reducing human extinction risk can be more cost-effective than reducing smaller-scale risks, even when using conservative estimates. This suggests that the risks are not low enough to ignore and that more ought to be done to prevent the worst-case scenarios. How worthwhile is it spending resources to study and mitigate the chance of human extinction from biological risks? The risks of such a catastrophe are presumably low, so a skeptic might argue that addressing such risks would be a waste of scarce resources. In this article, we investigate this position using a cost-effectiveness approach and ultimately conclude that the expected value of reducing these risks is large, especially since such risks jeopardize the existence of all future human lives. **Historically, disease events have been responsible for the greatest death tolls**

on humanity. The 1918 flu was responsible for more than 50 million deaths,1 while smallpox killed perhaps 10 times that many in the 20th century alone.2 The Black Death was responsible for killing over 25% of the European population,3 while other pandemics, such as the plague of Justinian, are thought to have killed 25 million in the 6th century—constituting over 10% of the world's population at the time.4 It is an open question whether a future pandemic could result in outright human extinction or the irreversible collapse of civilization. A skeptic would have many good reasons to think that existential risk from disease is unlikely. Such a disease would need to spread worldwide to **remote populations**, overcome **rare genetic resistances**, and **evade detection**, cures, and **countermeasures**. Even evolution itself may work in humanity's favor: **Virulence and transmission is often a trade-off**, and so **evolutionary pressures** could push against maximally lethal wild-type pathogens.5,6 While these arguments point to a very small risk of human extinction, they **do not rule** the possibility **out** entirely. Although rare, there are recorded instances of **species going extinct due to disease**—primarily in amphibians, but also in 1 mammalian species of rat on Christmas Island.7,8 There are also **historical examples of large human populations being almost entirely wiped out** by disease, especially when multiple diseases were simultaneously introduced into a population without immunity. The most striking examples of total population collapse include **native American tribes** exposed to European diseases, such as the Massachusett (86% loss of population), Quiripi-Unquachog (95% loss of population), and the Western Abenaki (which suffered a staggering 98% loss of population).9 In the modern context, no single disease currently exists that combines the worst-case levels of transmissibility, lethality, resistance to countermeasures, and global reach. But **many diseases are proof** of principle that **each worst-case attribute can be realized independently**. For example, some diseases exhibit nearly a 100% case fatality ratio in the absence of treatment, such as rabies or septicemic plague. Other diseases have a track record of spreading to virtually every human community worldwide, such as the 1918 flu,10 and seroprevalence studies indicate that other pathogens, such as chickenpox and HSV-1, can successfully reach over 95% of a population.11,12 Under optimal virulence theory, **natural evolution** would be an **unlikely** source for pathogens with the **highest possible levels of transmissibility, virulence, and global reach**. But **advances in biotech**nology might allow the creation of diseases that **combine such traits**. Recent controversy has **already emerged** over a number of **scientific experiments** that resulted in viruses with enhanced **transmissibility**, **lethality**, and/or the ability to overcome **therapeutics**.13-17 Other experiments demonstrated that mousepox could be modified to have a 100% case fatality rate and render a vaccine ineffective.18 In addition to transmissibility and lethality, studies have shown that other disease traits, such as incubation time, environmental survival, and available vectors, could be modified as well.19-21 Although these experiments had scientific merit and were not conducted with malicious intent, their implications are still worrying. This is especially true given that there is also a **long historical track record** of**state-run bioweapon research** applying cutting-edge science and technology to design agents not previously seen in nature. The Soviet bioweapons program developed agents with traits such as enhanced virulence, resistance to therapies, greater environmental resilience, increased difficulty to diagnose or treat, and which caused unexpected disease presentations and outcomes.22 Delivery capabilities have also been subject to the cutting edge of technical development, with Canadian, US, and UK bioweapon efforts playing a critical role in developing the discipline of aerobiology.23,24 While there is no evidence of state-run bioweapons programs directly attempting to develop or deploy bioweapons that would pose an existential risk, the logic of deterrence and **m**utually **a**ssured **d**estruction could create such incentives in more unstable political environments or following a breakdown of the Biological Weapons Convention.25 The **possibility of a war** between great powers could also increase the pressure to use such weapons—during the World Wars, bioweapons were used across multiple continents, with Germany targeting animals in WWI,26 and Japan using plague to cause an epidemic in China during WWII.27

## Util

#### The standard is maximizing expected well being. Prefer –

#### 1] Only pleasure and pain are intrinsically valuable – all other frameworks collapse.

Moen 16 [Ole Martin Moen, Research Fellow in Philosophy at University of Oslo “An Argument for Hedonism” Journal of Value Inquiry (Springer), 50 (2) 2016: 267–281]

Let us start by observing, empirically, that a widely shared judgment about intrinsic value and disvalue is that pleasure is intrinsically valuable and pain is intrinsically disvaluable. On virtually any proposed list of intrinsic values and disvalues (we will look at some of them below), pleasure is included among the intrinsic values and pain among the intrinsic disvalues. This inclusion makes intuitive sense, moreover, for there is something undeniably good about the way pleasure feels and something undeniably bad about the way pain feels, and neither the goodness of pleasure nor the badness of pain seems to be exhausted by the further effects that these experiences might have. “Pleasure” and “pain” are here understood inclusively, as encompassing anything hedonically positive and anything hedonically negative.2 The special value statuses of pleasure and pain are manifested in how we treat these experiences in our everyday reasoning about values. If you tell me that you are heading for the convenience store, I might ask: “What for?” This is a reasonable question, for when you go to the convenience store you usually do so, not merely for the sake of going to the convenience store, but for the sake of achieving something further that you deem to be valuable. You might answer, for example: “To buy soda.” This answer makes sense, for soda is a nice thing and you can get it at the convenience store. I might further inquire, however: “What is buying the soda good for?” This further question can also be a reasonable one, for it need not be obvious why you want the soda. You might answer: “Well, I want it for the pleasure of drinking it.” If I then proceed by asking “But what is the pleasure of drinking the soda good for?” the discussion is likely to reach an awkward end. The reason is that the pleasure is not good for anything further; it is simply that for which going to the convenience store and buying the soda is good.3 As Aristotle observes: “We never ask [a man] what his end is in being pleased, because we assume that pleasure is choice worthy in itself.”4 Presumably, a similar story can be told in the case of pains, for if someone says “This is painful!” we never respond by asking: “And why is that a problem?” We take for granted that if something is painful, we have a sufficient explanation of why it is bad. If we are onto something in our everyday reasoning about values, it seems that pleasure and pain are both places where we reach the end of the line in matters of value.

#### 6] Preserving life is a pre requisite to the ideal conditions their theory assumes -- all value stems from experienced wellbeing.

#### 7] Substitutability—only consequentialism explains necessary enablers.

Sinnott-Armstrong 92 [Walter, professor of practical ethics. “An Argument for Consequentialism” Dartmouth College Philosophical Perspectives. 1992.]

A moral reason to do an act is consequential if and only if the reason depends only on the consequences of either doing the act or not doing the act. For example, a moral reason not to hit someone is that this will hurt her or him. A moral reason to turn your car to the left might be that, if you do not do so, you will run over and kill someone. A moral reason to feed a starving child is that the child will lose important mental or physical abilities if you do not feed it. All such reasons are consequential reasons. All other moral reasons are non-consequential. Thus, a moral reason to do an act is non-consequential if and only if the reason depends even partly on some property that the act has independently of its consequences. For example, an act can be a lie regardless of what happens as a result of the lie (since some lies are not believed), and some moral theories claim that that property of being a lie provides amoral reason not to tell a lie regardless of the consequences of this lie. Similarly, the fact that an act fulfills a promise is often seen as a moral reason to do the act, even though the act has that property of fulfilling a promise independently ofits consequences. All such moral reasons are non-consequential. In order to avoid so many negations, I will also call them 'deontological'. This distinction would not make sense if we did not restrict the notion of consequences. If I promise to mow the lawn, then one consequence of my mowing might seem to be that my promise is fulfilled. One way to avoid this problem is to specify that the consequences of an act must be distinct from the act itself. My act of fulfilling my promise and my act of mowing are not distinct, because they are done by the same bodily movements.10 Thus, my fulfilling my promise is not a consequence of my mowing. A consequence of an act need not be later in time than the act, since causation can be simultaneous, but the consequence must at least be different from the act. Even with this clarification, it is still hard to classify some moral reasons as consequential or deontological,11 but I will stick to examples that are clear. In accordance with this distinction between kinds of moral reasons, I can now distinguish different kinds of moral theories. I will say that a moral theory is consequentialist if and only if it implies that all basic moral reasons are consequential. A moral theory is then non-consequentialist or deontological if it includes any basic moral reasons which are not consequential. 5. Against Deontology So defined, the class of deontological moral theories is very large and diverse. This makes it hard to say anything in general about it. Nonetheless, I will argue that no deontological moral theory can explain why moral substitutability holds. My argument applies to all deontological theories because it depends only on what is common to them all, namely, the claim that some basic moral reasons are not consequential. Some deontological theories allow very many weighty moral reasons that are consequential, and these theories might be able to explain why moral substitutability holds for some of their moral reasons: the consequential ones. But even these theories cannot explain why moral substitutability holds for all moral reasons, including the non-consequential reasons that make the theory deontological. The failure of deontological moral theories to explain moral substitutability in the very cases that make them deontological is a reason to reject all deontological moral theories. I cannot discuss every deontological moral theory, so I will discuss only a few paradigm examples and show why they cannot explain moral substitutability. After this, I will argue that similar problems are bound to arise for all other deontological theories by their very nature. The simplest deontological theory is the pluralistic intuitionism of Prichard and Ross. Ross writes that, when someone promises to do something, 'This we consider obligatory in its own nature, just because it is a fulfillment of a promise, and not because of its consequences.'12 Such deontologists claim in effect that, if I promise to mow the grass, there is a moral reason for me to mow the grass, and this moral reason is constituted by the fact that mowing the grass fulfills my promise. This reason exists regardless of the consequences of mowing the grass, even though it might be overridden by certain bad consequences. However, if this is why I have a moral reason to mow the grass, then, even if I cannot mow the grass without starting my mower, and starting the mower would enable me to mow the grass, it still would not follow that I have any moral reason to start my mower, since I did not promise to start my mower, and starting my mower does not fulfill my promise. Thus, a moral theory cannot explain moral substitutability if it claims that properties like this provide moral reasons.

#### 8] The public nature of policy-making necessitates consequentialism.

Dan W. **Brock** is an American philosopher, bioethicist, and professor emeritus. He is the Frances Glessner Lee Professor Emeritus of Medical Ethics in the Department of Global Health and Social Medicine at Harvard Medical School, the former Director of the Division of Medical Ethics (now the Center for Bioethics) at the Harvard Medical School, and former Director of the Harvard University Program in Ethics and Health (PEH). He has held the Tillinghast Professorship at Brown University and served as a member of the Department of Clinical Bioethics at the National Institutes of Health. Brock earned his B.A. in economics from Cornell University and his Ph.D. in philosophy from Columbia University. “The Role of Philosophers in Policy-Making.” Life and Death: Philosophical Essays in Biomedical Ethics. Cambridge University Press, Jan 29, 19**93**. P. 409-410.

The central point of conflict is that the first concern of those responsible for public policy is, and ought to be, the consequences of their actions for public policy and the persons that those policies affect. This is not to say that they should not be concerned with the moral evaluation of those consequences-they should; nor that they must be moral consequentialists in the evaluation of the policy, and in turn human, consequences of their actions-whether some form of consequentialism is an adequate moral theory is another matter. But it is to say that persons who directly participate in the formation of public policy would be irresponsible if they did not focus their concern on how their actions will affect policy and how that policy will in turn affect people. The virtues of academic research and scholarship that consist in an unconstrained search for truth, whatever the consequences, reflect not only the different goals of scholarly work but also the fact that the effects of the scholarly endeavor on the public are less direct, and are mediated more by other institutions and events, than are those of the public policy process. It is in part the very impotence in terms of major, direct effects on people's lives of most academic scholarship that makes it morally acceptable not to worry much about the social consequences of that scholarship. When philosophers move into the policy domain, they must shift their primary commitment from knowledge and truth to the policy consequences of what they do. And if they are not prepared to do this, why did they enter the policy domain? What are they doing there?

#### ] Reducing existential risks is the top priority in any coherent moral theory

Plummer, PhD, 15

(Theron, Philosophy @St. Andrews http://blog.practicalethics.ox.ac.uk/2015/05/moral-agreement-on-saving-the-world/)

There appears to be lot of disagreement in moral philosophy. Whether these many apparent disagreements are deep and irresolvable, I believe there is at least one thing it is reasonable to agree on right now, whatever general moral view we adopt: that it is very important to reduce the risk that all intelligent beings on this planet are eliminated by an enormous catastrophe, such as a nuclear war. How we might in fact try to reduce such existential risks is discussed elsewhere. My claim here is only that we – whether we’re consequentialists, deontologists, or virtue ethicists – should all agree that we should try to save the world. According to consequentialism, we should maximize the good, where this is taken to be the goodness, from an impartial perspective, of outcomes. Clearly one thing that makes an outcome good is that the people in it are doing well. There is little disagreement here. If the happiness or well-being of possible future people is just as important as that of people who already exist, and if they would have good lives, it is not hard to see how reducing existential risk is easily the most important thing in the whole world. This is for the familiar reason that there are so many people who could exist in the future – there are trillions upon trillions… upon trillions. There are so many possible future people that reducing existential risk is arguably the most important thing in the world, even if the well-being of these possible people were given only 0.001% as much weight as that of existing people. Even on a wholly person-affecting view – according to which there’s nothing (apart from effects on existing people) to be said in favor of creating happy people – the case for reducing existential risk is very strong. As noted in this seminal paper, this case is strengthened by the fact that there’s a good chance that many existing people will, with the aid of life-extension technology, live very long and very high quality lives. You might think what I have just argued applies to consequentialists only. There is a tendency to assume that, if an argument appeals to consequentialist considerations (the goodness of outcomes), it is irrelevant to non-consequentialists. But that is a huge mistake. Non-consequentialism is the view that there’s more that determines rightness than the goodness of consequences or outcomes; it is not the view that the latter don’t matter. Even John Rawls wrote, “All ethical doctrines worth our attention take consequences into account in judging rightness. One which did not would simply be irrational, crazy.” Minimally plausible versions of deontology and virtue ethics must be concerned in part with promoting the good, from an impartial point of view. They’d thus imply very strong reasons to reduce existential risk, at least when this doesn’t significantly involve doing harm to others or damaging one’s character. What’s even more surprising, perhaps, is that even if our own good (or that of those near and dear to us) has much greater weight than goodness from the impartial “point of view of the universe,” indeed even if the latter is entirely morally irrelevant, we may nonetheless have very strong reasons to reduce existential risk. Even egoism, the view that each agent should maximize her own good, might imply strong reasons to reduce existential risk. It will depend, among other things, on what one’s own good consists in. If well-being consisted in pleasure only, it is somewhat harder to argue that egoism would imply strong reasons to reduce existential risk – perhaps we could argue that one would maximize her expected hedonic well-being by funding life extension technology or by having herself cryogenically frozen at the time of her bodily death as well as giving money to reduce existential risk (so that there is a world for her to live in!). I am not sure, however, how strong the reasons to do this would be. But views which imply that, if I don’t care about other people, I have no or very little reason to help them are not even minimally plausible views (in addition to hedonistic egoism, I here have in mind views that imply that one has no reason to perform an act unless one actually desires to do that act). To be minimally plausible, egoism will need to be paired with a more sophisticated account of well-being. To see this, it is enough to consider, as Plato did, the possibility of a ring of invisibility – suppose that, while wearing it, Ayn could derive some pleasure by helping the poor, but instead could derive just a bit more by severely harming them. Hedonistic egoism would absurdly imply she should do the latter. To avoid this implication, egoists would need to build something like the meaningfulness of a life into well-being, in some robust way, where this would to a significant extent be a function of other-regarding concerns (see chapter 12 of this classic intro to ethics). But once these elements are included, we can (roughly, as above) argue that this sort of egoism will imply strong reasons to reduce existential risk. Add to all of this Samuel Scheffler’s recent intriguing arguments (quick podcast version available here) that most of what makes our lives go well would be undermined if there were no future generations of intelligent persons. On his view, my life would contain vastly less well-being if (say) a year after my death the world came to an end. So obviously if Scheffler were right I’d have very strong reason to reduce existential risk. We should also take into account moral uncertainty. What is it reasonable for one to do, when one is uncertain not (only) about the empirical facts, but also about the moral facts? I’ve just argued that there’s agreement among minimally plausible ethical views that we have strong reason to reduce existential risk – not only consequentialists, but also deontologists, virtue ethicists, and sophisticated egoists should agree. But even those (hedonistic egoists) who disagree should have a significant level of confidence that they are mistaken, and that one of the above views is correct. Even if they were 90% sure that their view is the correct one (and 10% sure that one of these other ones is correct), they would have pretty strong reason, from the standpoint of moral uncertainty, to reduce existential risk. Perhaps most disturbingly still, even if we are only 1% sure that the well-being of possible future people matters, it is at least arguable that, from the standpoint of moral uncertainty, reducing existential risk is the most important thing in the world. Again, this is largely for the reason that there are so many people who could exist in the future – there are trillions upon trillions… upon trillions. (For more on this and other related issues, see this excellent dissertation). Of course, it is uncertain whether these untold trillions would, in general, have good lives. It’s possible they’ll be miserable. It is enough for my claim that there is moral agreement in the relevant sense if, at least given certain empirical claims about what future lives would most likely be like, all minimally plausible moral views would converge on the conclusion that we should try to save the world. While there are some non-crazy views that place significantly greater moral weight on avoiding suffering than on promoting happiness, for reasons others have offered (and for independent reasons I won’t get into here unless requested to), they nonetheless seem to be fairly implausible views. And even if things did not go well for our ancestors, I am optimistic that they will overall go fantastically well for our descendants, if we allow them to. I suspect that most of us alive today – at least those of us not suffering from extreme illness or poverty – have lives that are well worth living, and that things will continue to improve. Derek Parfit, whose work has emphasized future generations as well as agreement in ethics, described our situation clearly and accurately: “We live during the hinge of history. Given the scientific and technological discoveries of the last two centuries, the world has never changed as fast. We shall soon have even greater powers to transform, not only our surroundings, but ourselves and our successors. If we act wisely in the next few centuries, humanity will survive its most dangerous and decisive period. Our descendants could, if necessary, go elsewhere, spreading through this galaxy…. Our descendants might, I believe, make the further future very good. But that good future may also depend in part on us. If our selfish recklessness ends human history, we would be acting very wrongly.” (From chapter 36 of On What Matters)