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#### Pharmaceutical innovation is accelerating now – new medicines are substantially better than existing treatments.

Wills, MBA, and Lipkus, PhD, 20 – Todd J. Wills [Managing Director @ Chemical Abstracts Service, MBA from THE Ohio State University] and Alan H. Lipkus [Senior Data Analyst @ Chemical Abstracts Service, PhD Physical Chemistry from the University of Rochester], “Structural Approach to Assessing the Innovativeness of New Drugs Finds Accelerating Rate of Innovation,” ACS Medicinal Chemistry Letters, Vol. 11, 2020, <https://pubs.acs.org/doi/pdf/10.1021/acsmedchemlett.0c00319> C.VC

Despite recent concerns over an innovation crisis, this analysis shows pharmaceutical innovation has actually increased over the last several decades based on the structural novelty of approved NMEs. The higher proportion of Pioneers over the most recent decade is a sign that innovation within the industry is accelerating rather than slowing. It is also an encouraging sign for the state of innovation in drug discovery that these Pioneers are significantly more likely to be the source of promising new therapies that are expected to provide substantial clinical advantages over existing treatments. Drug hunters are discovering Pioneers in newer and less explored regions of chemical space as they are increasingly found on scaffolds first reported in the CAS REGISTRY five or less years prior to their IND year or on scaffolds populated with 50 or less other compounds at the time of IND.

As scale becomes less of a strategic advantage, Big Pharma’s share of Pioneers has decreased even though the number of Big Pharma originated Pioneers has increased. This has created a structural innovation gap between Big Pharma and the Rest of Ecosystem which has widened over the last two decades as the Rest of Ecosystem is now responsible for originating almost 3 out of every 4 Pioneers. Pioneers originated by the Rest of Ecosystem are increasingly on new scaffolds, while a majority of Big Pharma originated Pioneers have historically been on new scaffolds.

The work presented here was intended as a study of drug innovation at a macro level. As a result, it included substances of various sizes with different degrees of complexity belonging to a range of functional and drug classes. Even though it was outside the scope of the present work to study specific subsets, such focused studies could yield additional insights into how innovation at a more micro level has changed over time. Other interesting subsets of our data set are the shapes and scaffolds of the Settlers and Colonists. Many of these shapes and scaffolds are privileged in the sense that they are seemingly capable of serving as ligands for a diverse array of target proteins. A separate study of the Settlers and Colonists as well as their side chains could provide insights into possible target-specific innovation trends.

As it often takes more than 10 years after initial discovery for an experimental drug to gain FDA approval, any measure of drug innovation that relies on the time of approval incorporates a significant time lag between initial discovery and ultimate approval. However, characterizing drug innovation based on structural novelty provides a means to assess the forward-looking innovation potential of an experimental drug at the time of initial discovery by comparing its framework information (at the scaffold and shape level) with prior FDA-approved drugs. Therefore, a separate study of drug candidates with publically disclosed structures currently in clinical development could provide additional insights into innovation trends at an FDA regulatory review level and serve as a leading indicator of innovation trends at an FDA approval level.

Given the tremendous opportunity represented by the vast amount of chemical space yet to be explored, drug-hunters of all types will continue pushing the boundaries to find promising new therapies in previously unexplored areas of chemical space. The race to discover these new drugs will be fueled by further advancements in screening approaches and in-silico methods (including innovations related to machine learning algorithms and molecular representations). However, comprehensive data on known shapes and scaffolds can fast track the identification of meaningful open areas of chemical space (shapes or scaffolds that are potentially important but have never been used as the basis for a molecule) to further explore.

#### The biopharmaceutical industry is uniquely reliant on IP protections – undermining them would kill innovation by making an already expensive process completely unfeasible.

Kristina M. Lybecker, PhD, 17 [PhD Economics, Associate Professor of Economics @ Colorado College], “Intellectual Property Rights Protection and the Biopharmaceutical Industry: How Canada Measures Up,” Fraser Institute, January 2017, <https://www.fraserinstitute.org/sites/default/files/intellectual-property-rights-protection-and-the%20biopharmaceutical-industry.pdf> C.VC

The unique structure of the innovative biopharmaceutical industry necessitates a variety of intellectual property protection mechanisms. In particular, the industry is characterized by a research and development (R&D) process that is lengthy, expensive, uncertain, and risky. According to DiMasi and colleagues, the estimated cost of developing a new medicine is US$2.6 billion (DiMasi, Grabowski, and Hansen, 2016).2 In addition, the time required to develop a new drug is also significant, averaging 10 to 15 years without any guarantee of success (PhRMA, n.d.). While these figures are highly controversial, biopharmaceutical innovation is unquestionably an expensive and lengthy undertaking.3 For the biopharmaceutical industry, innovation and its protection are essential and the source of both profits and growth. As such, patent protection is disproportionally more important for ensuring that the innovator appropriates the returns to R&D for the biopharmaceutical industry than virtually any other. Extending the findings of the 1987 “Yale Survey” (Levin, Klevorick, Nelson, and Winter, 1987), the “Carnegie Mellon Survey” established that while patents are again considered “unambiguously the least effective appropriability mechanisms,” the drug industry and other scholars regard them as strictly more effective than alternative mechanisms (Cohen, Nelson, and Walsh, 1996). The industry’s disproportionate reliance on patents and other forms of intellectual property protection is confirmed in numerous other studies.4

In essence, IPR protections provide innovative biopharmaceutical firms with an assurance of some return on their investment, thus creating incentives for the development of new technologies that could otherwise be easily replicated and sold by competitors. Due to the tremendous fixed costs required to develop new treatments and cures, a significant potential exists for free riding by follower firms, a market failure that would prevent investment in innovation were it not for the patents and other forms of intellectual property protections that provide a limited period of market exclusivity or other such incentives. Fundamentally, patents amount to an efficiency tradeoff. Society provides innovators with a limited period of market exclusivity to encourage innovation in exchange for public access to this knowledge. In exchange for the temporary static loss from market exclusivity, society gains complete knowledge of the innovation through disclosure, a permanent dynamic gain. Through this tradeoff, the existing patent system corrects the market failure that would stymie innovation. In its Apotex Inc. v. Wellcome Foundation Ltd. finding, Justice Binnie wrote for the Supreme Court of Canada, “A patent, as has been said many times, is not intended as an accolade or civic award for ingenuity. It is a method by which inventive solutions to practical problems are coaxed into the public domain by the promise of a limited monopoly for a limited time. Disclosure is the quid pro quo for valuable proprietary rights to exclusivity which are entirely the statutory creature of the Patent Act” (para. 37).

The biopharmaceutical industry is characterized by a number of legal and economic issues that distinguish it from other research-intensive industries. Danzon (1999) describes three features that are particularly noteworthy. First, given that the biopharmaceutical industry is characterized by an unusually high rate of R&D, intellectual property protection provides for the potential for significant market power and monopoly pricing that raises numerous public health policy questions surrounding prices and profits. Second, virtually every aspect of the industry is heavily regulated, from safety and efficacy to promotion and advertising, to pricing and reimbursement. Danzon describes the impact of these regulations as “profound and multidimensional even within a single country, affecting consumption patterns, productivity, R&D and hence the supply of future technologies” (Danzon, 1999: 1056). Lastly, while research and development costs are borne solely by the innovator, the resulting product is a global public good. “Each country faces an incentive to adopt the regulatory policies that best control its pharmaceutical budget in the short run, free-riding on others to pay for the joint costs of R&D and ignoring cross-national spillovers of national regulatory policies through parallel trade and international price comparisons” (Danzon, 1999: 1056). The combination of these characteristics defines a set of unique economic and legal challenges for the innovation of new drugs and the public health policies that surround their production, marketing, and distribution.

Innovative companies make far greater investments in time, resources, and financial support than do generic firms. Notably, innovation-based companies spend more than 200 times that which generic companies spend on the development of a particular drug (CIPC, 2011: 10). In addition, the investment of time, from laboratory to market, is also close to double for innovative companies relative to generic producers. Table 1 highlights the differences in the drug development processes of innovative and generic companies. For innovative biopharmaceutical companies, the development process is expensive, risky, and time consuming, all of which points to the need for strong IP protection to encourage investment and ensure companies are able to recover their investments.

The risk involved in biopharmaceutical development is starkly illustrated in a recent report by Biotechnology Innovation Organization (BIO), which reports that less than one of every 10 drugs that enter clinical trials is ultimately approved by the Food and Drug Administration in the United States. The report finds a success rate of merely 9.6%, a calculation that is significantly smaller than the widely-cited 11.8% figure from a 2014 study by the Tufts University’s Center for the Study of Drug Development.5 The International Federation of Pharmaceutical Manufacturers and Associations (2012) estimates that more than 3,200 compounds were at different stages of development globally in 2011, but only 35 new medicines were launched (Dawson, 2015).

Fundamentally, research-based biopharmaceutical companies incur greater expenses and risk in the development of their products than do generic manufactures. These investments of time and financial resources should be recognized and the effective patent life should be sufficient to recoup these investments. Continued investment and innovation are contingent upon strong, effective intellectual property protection and the ability of innovative firms to recoup their investments. Patents and other forms of intellectual property protection are disproportionally important to the research-based biopharmaceutical industry. Consequently, the legal architecture necessary to foster a robust innovation-based industry is multifaceted and is a powerful force shaping the biopharmaceutical industry, its profitability, productivity, and innovative future.

#### Pharmaceutical innovation is key to protecting against future pandemics, bioterrorism, and antibiotic resistance.

#### Marjanovic and Fejiao ‘20 Marjanovic, Sonja, and Carolina Feijao. Sonja Marjanovic, Ph.D., Judge Business School, University of Cambridge. Carolina Feijao, Ph.D. in biochemistry, University of Cambridge; M.Sc. in quantitive biology, Imperial College London; B.Sc. in biology, University of Lisbon. "Pharmaceutical Innovation for Infectious Disease Management: From Troubleshooting to Sustainable Models of Engagement." (2020). [Quality Control]

As key actors in the healthcare innovation landscape, pharmaceutical and life sci-ences companies have been called on to develop medicines, vaccines and diagnostics for pressing public health challenges. The COVID-19 crisis is one such challenge, but there are many others. For example, MERS, SARS, Ebola, Zika and avian and swine flu are also infectious diseases that represent public health threats. Infectious agents such as anthrax, smallpox and tularemia could present threats in a **bioterrorism con-text**.1 The general threat to public health that is posed by **antimicrobial resistance** is also **well-recognised** as an area **in need of pharmaceutical innovation**. Innovating in response to these challenges does not always align well with pharmaceutical industry commercial models, shareholder expectations and compe-tition within the industry. However, the expertise, networks and infrastructure that industry has within its reach, as well as public expectations and the moral imperative, make pharmaceutical companies and the wider life sciences sector an **indispensable** partner in the search for solutions that save lives. This perspective argues for the need to establish more sustainable and scalable ways of incentivising pharmaceu-tical innovation in response to infectious disease threats to public health. It considers both past and current examples of efforts to mobilise pharmaceutical innovation in high commercial risk areas, including in the context of current efforts to respond to the COVID-19 pandemic. In global pandemic crises like COVID-19, the urgency and scale of the crisis – as well as the spotlight placed on pharmaceutical companies – mean that contributing to the search for effective medicines, vaccines or diagnostics is **essential** for socially responsible companies in the sec-tor.2 It is therefore unsurprising that we are seeing indus-try-wide efforts unfold at unprecedented scale and pace. Whereas there is always scope for more activity, industry is currently contributing in a variety of ways. Examples include pharmaceutical companies donating existing com-pounds to assess their utility in the fight against COVID-19; screening existing compound libraries in-house or with partners to see if they can be repurposed; accelerating tri-als for potentially effective medicine or vaccine candidates; and in some cases rapidly accelerating in-house research and development to discover new treatments or vaccine agents and develop diagnostics tests.3,4 Pharmaceutical companies are collaborating with each other in some of these efforts and participating in global R&D partnerships (such as the Innovative Medicines Initiative effort to accel-erate the development of potential therapies for COVID-19) and supporting national efforts to expand diagnosis and testing capacity and ensure affordable and ready access to potential solutions.3,5,6 The primary purpose of such innovation is to **benefit patients** and wider **population health**. Although there are also reputational benefits from involvement that can be realised across the industry, there are likely to be rela-tively few companies that are ‘commercial’ winners. Those who might gain substantial revenues will be under pres-sure not to be seen as profiting from the pandemic. In the United Kingdom for example, GSK has stated that it does not expect to profit from its COVID-19 related activities and that any gains will be invested in supporting research and long-term pandemic preparedness, as well as in developing products that would be affordable in the world’s poorest countries.7 Similarly, in the United States AbbVie has waived intellectual property rights for an existing com-bination product that is being tested for therapeutic poten-tial against COVID-19, which would support affordability and allow for a supply of generics.8,9 Johnson & Johnson has stated that its potential vaccine – which is expected to begin trials – will be available on a not-for-profit basis during the pandemic.10 Pharma is mobilising substantial efforts to rise to the COVID-19 challenge at hand. However, we need to consider how pharmaceutical innovation for responding to emerging infectious diseases can best be enabled beyond the current crisis. Many public health threats (including those associated with other **infectious diseases**, **bioterror-ism** agents **and antimicrobial resistance**) are **urgently in need of pharmaceutical innovation**, **even if their impacts are not as visible** to society **as COVID**-19 is in the imme-diate term. The pharmaceutical industry has responded to previous public health emergencies associated with infec-tious disease in recent times – for example those associated with Ebola and Zika outbreaks.11 However, it has done so to a lesser scale than for COVID-19 and with contribu-tions from fewer companies. Similarly, levels of activity in response to the threat of antimicrobial resistance are still **low**.12 There are important policy questions as to whether – and how – industry could engage with such public health threats to an even greater extent under improved innova-tion conditions.

#### Bioterrorism and future pandemics cause extinction.

Hamish **De Bretton**-Gordon, CBRN Expert @ British Army, **20** [Director @ DBG Defense, Consultant on CBRN and Biosecurity], “Biosecurity in the Wake of COVID-19: The Urgent Action Needed,” Combatting Terrorism Center Sentinel, November/December 2020, Volume 13, Issue 11, <https://ctc.usma.edu/biosecurity-in-the-wake-of-covid-19-the-urgent-action-needed/> C.VC

Policymakers around the world did not grasp just how large the impact of a bio threat could be. Beyond the enormous human and economic impact, the current pandemic has exposed the weakness, lack of preparedness, and poor responsiveness of healthcare systems of even highly developed countries like the United States and the United Kingdom. And the virus has inflicted carnage, even though SARS-CoV-2 (the virus that causes COVID-19) is not especially virulent. The world may be confronted with other viruses in the future whose combination of virulence (the harm a pathogen does to its host), transmissibility, and other characteristics pose much greater danger.

While overwhelming evidence points to SARS-CoV-2 spontaneously spreading to humans, the advances in synthetic biology and the growth in the number of Level 3 and 4 biocontainment facilities around the world storing deadly viruses1 mean there is also the very real possibility that in the future, bad actors will try to engineer or steal/obtain a highly transmissible and highly virulent virus and unleash it onto the world. Another risk is accidental releases from such biocontainment facilities.

COVID-19, a highly transmissible but not very virulent pathogen, has had a devastating global impact, a fact that will not have gone unnoticed by rogue states and terror organizations. Advances in synthetic biology have created tools that could be put to malevolent use. In the last two decades, scientists synthesized the poliovirus from its genetic sequence,2 recreated the 1918 Spanish flu virus,3 and succeeded in modifying the H5N1 avian flu virus so that it resulted (in a research laboratory) in airborne transmission among mammals.4 In the future, we should think of weaponized biology as no less of an existential threat to the planet than weaponized atomic science. It should also be noted that the fear and panic that even a medium-scale bioterror attack could create could have dangerous implications that may rival or even surpass the immediate loss of life.

The Need to Rethink Likelihood

Given the fact that in late 2019 when, as far as is known, COVID-19 cases first started emerging in China, it had been more than a century since the previous catastrophic outbreak (the 1918-1919 “Spanish flu” pandemic),d it was unsurprising that many thought of such pandemics as a one-in-a-100-year event. Such assumptions should no longer hold. The encroachment of human settlements into areas that had previously been sanctuaries for wildlife5 and the popularity in some parts of the world of markets where people and wild animals are brought into proximity have made it more likely viruses will make the species leap to human beings.e And when they do, as the COVID-19 pandemic illustrated, the interconnectedness of a world in which millions of people fly each day6 means they can spread very rapidly.

There is also growing concern about engineered viruses. Not only have advances in synthetic biology (SynBio) created growing capacity for extremely dangerous viruses to be engineered in a laboratory, but the number of people with access to potentially dangerous ‘dual use’ technology has greatly expanded and continues to expand, making malevolent use of such technology ever more likely.

In the August 2020 issue of this publication, scientists at the U.S. Military Academy at West Point warned that:

The wide availability of the protocols, procedures, and techniques necessary to produce and modify living organisms combined with an exponential increase in the availability of genetic data is leading to a revolution in science affecting the threat landscape that can be rivaled only by the development of the atomic bomb. As the technology improves, the level of education and skills necessary to engineer biological agents decreases. Whereas only state actors historically had the resources to develop and employ biological weapons, SynBio is changing the threat paradigm.

The cost threshold of engineering viruses is also lowering, with the West Point scientists warning that synthetic biology has “placed the ability to recreate some of the deadliest infectious diseases known well within the grasp of the state-sponsored terrorist and the talented non-state actor.”7

As already noted, another source of vulnerability is that deadly viruses could be stolen from or escape from a research laboratory. There are now around 50 Biosafety Level 4f facilities around the world, where the deadliest pathogens are stored and worked on, and this figure is set to increase in the next few years.g This is a large increase over the last 30 years, creating bigger risk of a breach. Of equal, if not greater concern are the thousands of Biosafety Level 3 labs globally,8 which handle deadly pathogens like COVID-19.9

Given what has been outlined above, the risk of a future destructive biological attack or another devastating global pandemic should no longer be seen as low. From this point forward, there should no higher priority for the international community than biosecurity.
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#### The standard is maximizing expected well-being.

#### 1. Science proves non util ethics are impossible and our version of util solves all aff offense

#### **Greene 10** – Joshua, Associate Professor of Social science in the Department of Psychology at Harvard University

(The Secret Joke of Kant’s Soul published in Moral Psychology: Historical and Contemporary Readings, accessed: www.fed.cuhk.edu.hk/~lchang/material/Evolutionary/Developmental/Greene-KantSoul.pdf)

**What turn-of-the-millennium science** **is telling us is that human moral judgment is not a pristine rational enterprise**, that our **moral judgments are driven by a hodgepodge of emotional dispositions, which themselves were shaped by a hodgepodge of evolutionary forces, both biological and cultural**. **Because of this, it is exceedingly unlikely that there is any rationally coherent normative moral theory that can accommodate our moral intuitions**. Moreover, **anyone who claims to have such a theory**, or even part of one, **almost certainly doesn't**. Instead, what that person probably has is a moral rationalization. It seems then, that we have somehow crossed the infamous "is"-"ought" divide. How did this happen? Didn't Hume (Hume, 1978) and Moore (Moore, 1966) warn us against trying to derive an "ought" from and "is?" How did we go from descriptive scientific theories concerning moral psychology to skepticism about a whole class of normative moral theories? The answer is that we did not, as Hume and Moore anticipated, attempt to derive an "ought" from and "is." That is, our method has been inductive rather than deductive. We have inferred on the basis of the available evidence that the phenomenon of rationalist deontological philosophy is best explained as a rationalization of evolved emotional intuition (Harman, 1977). Missing the Deontological Point I suspect that **rationalist deontologists will remain unmoved by the arguments presented here**. Instead, I suspect, **they** **will insist that I have simply misunderstood what** Kant and like-minded **deontologists are all about**. **Deontology, they will say, isn't about this intuition or that intuition**. It's not defined by its normative differences with consequentialism. **Rather, deontology is about taking humanity seriously**. Above all else, it's about respect for persons. It's about treating others as fellow rational creatures rather than as mere objects, about acting for reasons rational beings can share. And so on (Korsgaard, 1996a; Korsgaard, 1996b). **This is, no doubt, how many deontologists see deontology. But this insider's view**, as I've suggested, **may be misleading**. **The problem**, more specifically, **is that it defines deontology in terms of values that are not distinctively deontological**, though they may appear to be from the inside. **Consider the following analogy with religion. When one asks a religious person to explain the essence of his religion, one often gets an answer like this: "It's about love**, really. It's about looking out for other people, looking beyond oneself. It's about community, being part of something larger than oneself." **This sort of answer accurately captures the phenomenology of many people's religion, but it's nevertheless inadequate for distinguishing religion from other things**. This is because many, if not most, non-religious people aspire to love deeply, look out for other people, avoid self-absorption, have a sense of a community, and be connected to things larger than themselves. In other words, secular humanists and atheists can assent to most of what many religious people think religion is all about. From a secular humanist's point of view, in contrast, what's distinctive about religion is its commitment to the existence of supernatural entities as well as formal religious institutions and doctrines. And they're right. These things really do distinguish religious from non-religious practices, though they may appear to be secondary to many people operating from within a religious point of view. In the same way, I believe that most of **the standard deontological/Kantian self-characterizatons fail to distinguish deontology from other approaches to ethics**. (See also Kagan (Kagan, 1997, pp. 70-78.) on the difficulty of defining deontology.) It seems to me that **consequentialists**, as much as anyone else, **have respect for persons**, **are against treating people as mere objects,** **wish to act for reasons that rational creatures can share, etc**. **A consequentialist respects other persons, and refrains from treating them as mere objects, by counting every person's well-being in the decision-making process**. **Likewise, a consequentialist attempts to act according to reasons that rational creatures can share by acting according to principles that give equal weight to everyone's interests, i.e. that are impartial**. This is not to say that consequentialists and deontologists don't differ. They do. It's just that the real differences may not be what deontologists often take them to be. What, then, distinguishes deontology from other kinds of moral thought? A good strategy for answering this question is to start with concrete disagreements between deontologists and others (such as consequentialists) and then work backward in search of deeper principles. This is what I've attempted to do with the trolley and footbridge cases, and other instances in which deontologists and consequentialists disagree. **If you ask a deontologically-minded person why it's wrong to push someone in front of speeding trolley in order to save five others, you will get** characteristically deontological **answers**. Some **will be tautological**: **"Because it's murder!"** **Others will be more sophisticated: "The ends don't justify the means**." "You have to respect people's rights." **But**, as we know, **these answers don't really explain anything**, because **if you give the same people** (on different occasions) **the trolley case** or the loop case (See above), **they'll make the opposite judgment**, even though their initial explanation concerning the footbridge case applies equally well to one or both of these cases. **Talk about rights, respect for persons, and reasons we can share are natural attempts to explain, in "cognitive" terms, what we feel when we find ourselves having emotionally driven intuitions that are odds with the cold calculus of consequentialism**. Although these explanations are inevitably incomplete, **there seems to be "something deeply right" about them because they give voice to powerful moral emotions**. **But, as with many religious people's accounts of what's essential to religion, they don't really explain what's distinctive about the philosophy in question**.

#### 2. Uncertainty and social contract require governments use util

#### **Goodin, 1995** (Robert, philsopher at the Research School of the Social Sciences, Utilitarianism as Public Philosophy. P. 62-63)

Consider, first, the argument from necessity. Public officials are obliged to make their choices under uncertainty, and uncertainty of a very special sort at that. All choices—public and private alike—are made under some degree of uncertainty, of course. But in the nature of things, private individuals will usually have more complete information on the peculiarities of their own circumstances and on the ramifications that alternative possible choices might have on them. Public officials, in contrast, are relatively poorly informed as to the effects that their choices will have on individuals, one by one. What they typically do know are generalities: averages and aggregates. They know what will happen most often to most people as a result of their various possible choices. But that is all. That is enough to allow public policy-makers to use the utilitarian calculus—if they want to use it at all—to choose general rules of conduct. Knowing aggregates and averages, they can proceed to calculate the utility payoffs from adopting each alternative possible general rules.

#### 3. Disregarding foreseeable harm reifies structures of domination

**McCluskey 12** – JSD @ Columbia, Professor of Law @ SUNY-Buffalo

(Martha, “How the "Unintended Consequences" Story Promotes Unjust Intent and Impact,” Berkeley La Raza, doi: dx.doi.org/doi:10.15779/Z381664)

**By similarly making structures of inequality appear beyond the reach of law** reform, **the "unintended consequences" message helps update and reinforce the narrowing of protections against intentional racial harm. Justice is centrally a question of whose** interests and whose **harms should count**, in what context and in what form and to whom. **Power is centrally about being able to act without having to take harm to others into account**. **This power to gain by harming others is strongest when it operates through** systems and **structures that make disregarding that harm appear** routine, rational, and beneficial or at least **acceptable** or perhaps inevitable. By portraying law's unequal harms as the "side effects" of systems and structures with unquestionable "main effects," **the** "**unintended consequences" story helps affirm the resulting harm** even as it seems to offer sympathy and technical assistance. In considering solutions to the financial market problems, the policy puzzle is not that struggling homeowners' interests are overwhelmingly complex or uncertain. Instead, the bigger problem is that overwhelmingly powerful interests and ideologies are actively resisting systemic changes that would make those interests count. The failure to criminally prosecute or otherwise severely penalize high-level financial industry fraud is not primarily the result of uncertainty about the harmful effects of that fraudulent behavior, but because the political and justice systems are skewed to protect the gains and unaccountability of wealthy executives despite the clear harms to hosts of others. **The unequal effects of** the prevailing **policy** response to the crisis **are foreseeable and obvious, not accidental or surprising**. It would not take advanced knowledge of economics to readily predict that modest-income homeowners would tend to be far worse off than bank executives by a policy approach that failed to provide substantial mortgage forgiveness and foreclosure protections for modest-income homeowners but instead provided massive subsidized credit and other protections for Wall Street. Many policy actions likely to alleviate the unequal harm of the crisis similarly are impeded not because consumer advocates, low-income homeowners, or racial justice advocates hesitate to risk major changes in existing systems, or are divided about the technical design of alternative programs or more effective mechanisms for enforcing laws against fraud and racial discrimination. Instead, the problem is that these voices pressing for effective change are often excluded, drowned out or distorted in Congress and in federal agencies such as the Treasury Department and the Federal Reserve, or in the media, in the mainstream economics profession, and to a large extent in legal scholarship about financial markets. More generally, those diverse voices from the bottom have been largely absent or marginalized in the dominant theoretical framework that constructs widespread and severe inequality as unforeseeable and largely inevitable, or even beneficial. Moreover, **justice requires careful attention to both harmful intent and to complex harmful effects**. But **the concept of "unintended consequences" inverts justice by suggesting that the best way to care** for those at the bottom **is to not care to make law more attentive** to the bottom. "**Unintended consequences" arguments promote a simplistic moral message in the guise of sophisticated intellectual critique**-the message that those who lack power should not seek it because the desire for more power is what hurts most. Further, **like Ayn Rand's overt philosophy of selfishness, that message promotes the theme that those who have power to ignore** their **harmful effects on others need not-indeed should not-be induced by law to care about this harm**, because this caring is what is harmful. One right-wing think tank has recently made this moral message more explicit with an economic values campaign suggesting that the intentional pursuit of economic equality is a problem of the immoral envy of those whose economic success proves they are more deserving.169 **Legal scholars and advocates who intend to put intellectual rigor and justice ahead of service to** financial **elites should reject stories of "unintended consequences" and instead scrutinize the power and laws that have so effectively achieved the intention of making devastating losses to so many of us seem natural, inevitable, and beneficial**.

#### 4. Reducing existential risks is the top priority in any coherent moral theory

Pummer 15

(Theron, Philosophy @St. Andrews http://blog.practicalethics.ox.ac.uk/2015/05/moral-agreement-on-saving-the-world/)

There appears to be lot of disagreement in moral philosophy. Whether these many apparent disagreements are deep and irresolvable, I believe there is at least one thing it is reasonable to agree on right now, whatever general moral view we adopt: that it is very important to reduce the risk that all intelligent beings on this planet are eliminated by an enormous catastrophe, such as a nuclear war. How we might in fact try to reduce such existential risks is discussed elsewhere. My claim here is only that we – whether we’re consequentialists, deontologists, or virtue ethicists – should all agree that we should try to save the world. According to consequentialism, we should maximize the good, where this is taken to be the goodness, from an impartial perspective, of outcomes. Clearly one thing that makes an outcome good is that the people in it are doing well. There is little disagreement here. If the happiness or well-being of possible future people is just as important as that of people who already exist, and if they would have good lives, it is not hard to see how reducing existential risk is easily the most important thing in the whole world. This is for the familiar reason that there are so many people who could exist in the future – there are trillions upon trillions… upon trillions. There are so many possible future people that reducing existential risk is arguably the most important thing in the world, even if the well-being of these possible people were given only 0.001% as much weight as that of existing people. Even on a wholly person-affecting view – according to which there’s nothing (apart from effects on existing people) to be said in favor of creating happy people – the case for reducing existential risk is very strong. As noted in this seminal paper, this case is strengthened by the fact that there’s a good chance that many existing people will, with the aid of life-extension technology, live very long and very high quality lives. You might think what I have just argued applies to consequentialists only. There is a tendency to assume that, if an argument appeals to consequentialist considerations (the goodness of outcomes), it is irrelevant to non-consequentialists. But that is a huge mistake. Non-consequentialism is the view that there’s more that determines rightness than the goodness of consequences or outcomes; it is not the view that the latter don’t matter. Even John Rawls wrote, “All ethical doctrines worth our attention take consequences into account in judging rightness. One which did not would simply be irrational, crazy.” Minimally plausible versions of deontology and virtue ethics must be concerned in part with promoting the good, from an impartial point of view. They’d thus imply very strong reasons to reduce existential risk, at least when this doesn’t significantly involve doing harm to others or damaging one’s character. What’s even more surprising, perhaps, is that even if our own good (or that of those near and dear to us) has much greater weight than goodness from the impartial “point of view of the universe,” indeed even if the latter is entirely morally irrelevant, we may nonetheless have very strong reasons to reduce existential risk. Even egoism, the view that each agent should maximize her own good, might imply strong reasons to reduce existential risk. It will depend, among other things, on what one’s own good consists in. If well-being consisted in pleasure only, it is somewhat harder to argue that egoism would imply strong reasons to reduce existential risk – perhaps we could argue that one would maximize her expected hedonic well-being by funding life extension technology or by having herself cryogenically frozen at the time of her bodily death as well as giving money to reduce existential risk (so that there is a world for her to live in!). I am not sure, however, how strong the reasons to do this would be. But views which imply that, if I don’t care about other people, I have no or very little reason to help them are not even minimally plausible views (in addition to hedonistic egoism, I here have in mind views that imply that one has no reason to perform an act unless one actually desires to do that act). To be minimally plausible, egoism will need to be paired with a more sophisticated account of well-being. To see this, it is enough to consider, as Plato did, the possibility of a ring of invisibility – suppose that, while wearing it, Ayn could derive some pleasure by helping the poor, but instead could derive just a bit more by severely harming them. Hedonistic egoism would absurdly imply she should do the latter. To avoid this implication, egoists would need to build something like the meaningfulness of a life into well-being, in some robust way, where this would to a significant extent be a function of other-regarding concerns (see chapter 12 of this classic intro to ethics). But once these elements are included, we can (roughly, as above) argue that this sort of egoism will imply strong reasons to reduce existential risk. Add to all of this Samuel Scheffler’s recent intriguing arguments (quick podcast version available here) that most of what makes our lives go well would be undermined if there were no future generations of intelligent persons. On his view, my life would contain vastly less well-being if (say) a year after my death the world came to an end. So obviously if Scheffler were right I’d have very strong reason to reduce existential risk. We should also take into account moral uncertainty. What is it reasonable for one to do, when one is uncertain not (only) about the empirical facts, but also about the moral facts? I’ve just argued that there’s agreement among minimally plausible ethical views that we have strong reason to reduce existential risk – not only consequentialists, but also deontologists, virtue ethicists, and sophisticated egoists should agree. But even those (hedonistic egoists) who disagree should have a significant level of confidence that they are mistaken, and that one of the above views is correct. Even if they were 90% sure that their view is the correct one (and 10% sure that one of these other ones is correct), they would have pretty strong reason, from the standpoint of moral uncertainty, to reduce existential risk. Perhaps most disturbingly still, even if we are only 1% sure that the well-being of possible future people matters, it is at least arguable that, from the standpoint of moral uncertainty, reducing existential risk is the most important thing in the world. Again, this is largely for the reason that there are so many people who could exist in the future – there are trillions upon trillions… upon trillions. (For more on this and other related issues, see this excellent dissertation). Of course, it is uncertain whether these untold trillions would, in general, have good lives. It’s possible they’ll be miserable. It is enough for my claim that there is moral agreement in the relevant sense if, at least given certain empirical claims about what future lives would most likely be like, all minimally plausible moral views would converge on the conclusion that we should try to save the world. While there are some non-crazy views that place significantly greater moral weight on avoiding suffering than on promoting happiness, for reasons others have offered (and for independent reasons I won’t get into here unless requested to), they nonetheless seem to be fairly implausible views. And even if things did not go well for our ancestors, I am optimistic that they will overall go fantastically well for our descendants, if we allow them to. I suspect that most of us alive today – at least those of us not suffering from extreme illness or poverty – have lives that are well worth living, and that things will continue to improve. Derek Parfit, whose work has emphasized future generations as well as agreement in ethics, described our situation clearly and accurately: “We live during the hinge of history. Given the scientific and technological discoveries of the last two centuries, the world has never changed as fast. We shall soon have even greater powers to transform, not only our surroundings, but ourselves and our successors. If we act wisely in the next few centuries, humanity will survive its most dangerous and decisive period. Our descendants could, if necessary, go elsewhere, spreading through this galaxy…. Our descendants might, I believe, make the further future very good. But that good future may also depend in part on us. If our selfish recklessness ends human history, we would be acting very wrongly.” (From chapter 36 of On What Matters)

## Case

### IndoPak

#### No Indo-Pak war or escalation – MAD, economic considerations, and de-mated state – deterrence solves

#### Nath 19 – Master’s degree in Geopolitics and International Relations from Manipal University, India, working as a CBRN analyst at Jane’s by IHS Markit.

Sarbhanu Nath, “Why We Do Not Need to Worry About a Nuclear War Between India and Pakistan,” The Geopolitics, 9/13/19, https://thegeopolitics.com/why-we-do-not-need-to-worry-about-a-nuclear-war-between-india-and-pakistan/

**Following India’s revocation of the special status for Kashmir, there was a lot of brouhaha over the risk of a nuclear war between India and Pakistan.** **While neither country sees eye to eye** over a lot of issues **and have engaged in several armed conflicts in the past, the risk of a nuclear exchange between them remains very low at best**. There are a number of factors which ensure that the two neighbors will not be coming to nuclear blows any time soon.

The first and most important factor being that **both countries have democratic governments which are beholden to the people and there are numerous checks and balances in place to ensure that extreme decisions** like that of one to use nuclear weapons **will not be taken unilaterally and casually**. Democratic governments generally tend to have a greater degree of accountability and responsibility.

Secondly, **India follows** a policy of “**N**o **F**irst **U**se” when it comes to nuclear weapons **which nullifies the possibility that** **India will be the one to initiate a nuclear strike**. **India is** a **responsible** power **and has exercised** considerable **restraint in past crisis situations**, notable **examples being** – the non-escalation of the **Kargil** conflict **and** engaging in dialogue with Pakistan rather than a military response after **the** 2008 **Mumbai terror attacks**. Therefore, it can be reasonably expected that a nuclear strike will not come from the Indian side, unless of course it is attacked first with a nuclear weapon.

Third, both **India and Pakistan possessing nuclear warheads reinforces** the theory of **M**utually **A**ssured **D**estruction and ensures that there will be no winners in a nuclear war. Thus, **there is no tangible incentive for either country to risk a** **nuclear conflict**. The primary goal of any entity is to ensure its well-being and survival and **India and Pakistan** being rational actors **will not whimsically risk their very survival over issues that can be dealt with in much simpler terms**. It is also not in the interest of the international community to risk massive destabilization in the South Asian region.

With a population of nearly 2 billion people, South Asia is one of the most densely populated regions of the planet and almost all of these people will be adversely affected by nuclear war between India and Pakistan, both through direct impact of the weapons and the subsequent spread of nuclear fallout. **The ramifications of nuclear war will not be limited to just India and Pakistan but will acquire global dimensions and have global impacts as well**. And in today’s interconnected and interdependent world such a situation cannot and will not be allowed to come to pass. In the past, almost **every conflict and escalation of tensions between India and Pakistan have seen offers from the international community for mediation and de-escalation**. These offers are not likely to stop in case of future incidents as the importance of peace in South Asia cannot be understated.

**Despite making veiled threats about using nuclear weapons in case of increasing tensions**, the **Pakistani leadership will not act upon it simply** because that would be a suicidal move**.** **There can be no doubt that India’s response**, when it comes, **will be massive and punitive**. India also possesses a nuclear triad capability, and this means that **a first strike will not be able to nullify India’s retaliatory capability.** So, it is safe to expect that any nuclear saber-rattling will remain limited to that only and not go beyond threats.

But there are a number of risk factors to consider as well. **Pakistan is believed to possess tactical nuclear weapons which are meant for battlefield use.** Thus**, a large-scale war** between India and Pakistan **sees a greater chance of tactical nuclear weapons being deployed. But such a situation is unlikely to come about as it is in neither country’s interest to engage in such a large-scale conflict as it is simply not feasible, and the resources required would put unmanageable strains on the economies of both India and Pakistan.** As it is, **the economy in Pakistan is tottering and engaging in a war will push it over the edge** – simply put, **Pakistan cannot afford war.**

One more factor to consider, even though it is a distant possibility, is that if the governmental system of either country collapses and there is a complete breakdown of law and order. Then there are higher chances of nuclear weapons falling into the wrong hands who would have no qualms about using them. But **the launching of nuclear weapons is a complex process** and both **India and Pakistan**, reportedly **keep their nuclear weapons in a de-mated state**, that is to say, the **warheads are stored separate from the launchers**. This reduces the aforementioned risk somewhat and it is very likely that should there be such an eventuality where there is a collapse of the government of a nuclear armed country, the international community will step in immediately to stop nuclear weapons and weapon materials from getting misplaced. A similar example exists if one were to look at the dissolution of the Soviet Union, the collapse of which created widespread fears about the safety of the tens of thousands of nuclear weapons possessed by the country. But timely and proper action and cooperation between the United States and the new Russian government, both of whom were ideological enemies for so many decades, allayed those fears and allowed for all those weapons to be secured in a safe manner.

So, considering all these factors, one can rest assured that **we do not need to worry about a nuclear apocalypse caused by India and Pakistan lobbing nuclear weapons at each other**. **Despite** all the **political rhetoric and scare-mongering, we will not be living in a nuclear winter any time soon.**

#### No internal link – Somos is about border skirmishses and conventional conflict, no reason why that escalates to go nuclear, which is what their impact ev is in the context of

**Variations and adaptation solve pandemics – no impact to COVID**

Amesh **Adalja 16**, infectious-disease physician at the University of Pittsburgh, 6/17/16, “Why Hasn't Disease Wiped out the Human Race?,” <https://www.theatlantic.com/health/archive/2016/06/infectious-diseases-extinction/487514/>

But when people ask me if I’m worried about infectious diseases, they’re often not asking about the threat to human lives; they’re asking about the threat to **human life**. With each outbreak of a headline-grabbing emerging infectious disease comes a fear of **extinction itself**. The fear envisions a large proportion of humans succumbing to infection, leaving no survivors or so few that the species can’t be sustained. I’m not afraid of this apocalyptic scenario, but I do understand the impulse. Worry about the end is a quintessentially human trait. Thankfully, **so is our resilience**. For most of mankind’s history, infectious diseases were the existential threat to humanity—and for good reason. They were quite successful at killing people: The 6th century’s Plague of Justinian knocked out an estimated 17 percent of the world’s population; the 14th century Black Death decimated a third of Europe; the 1918 influenza pandemic killed 5 percent of the world; malaria is estimated to have killed half of all humans who have ever lived. Any yet, of course, humanity continued to flourish. Our species’ recent explosion in lifespan is almost exclusively the result of the control of infectious diseases through sanitation, vaccination, and antimicrobial therapies. Only in the modern era, in which many infectious diseases have been tamed in the industrial world, do people have the luxury of death from cancer, heart disease, or stroke in the 8th decade of life. Childhoods are free from watching siblings and friends die from outbreaks of typhoid, scarlet fever, smallpox, measles, and the like. So what would it take for a disease to wipe out humanity now? In Michael Crichton’s The Andromeda Strain, the canonical book in the disease-outbreak genre, an alien microbe threatens the human race with extinction, and humanity’s best minds are marshaled to combat the enemy organism. Fortunately, outside of fiction, there’s no reason to expect alien pathogens to wage war on the human race any time soon, and my analysis suggests that any real-life domestic microbe reaching an extinction level of threat probably is just as unlikely. Any apocalyptic pathogen would need to possess a very special combination of two attributes. First, it would have to be so unfamiliar that no existing therapy or vaccine could be applied to it. Second, it would need to have a high and surreptitious transmissibility before symptoms occur. The first is essential because any microbe from a known class of pathogens would, by definition, have family members that could serve as models for **containment and countermeasures**. The second would allow the hypothetical disease to spread without being detected by even the most astute clinicians. The three infectious diseases most likely to be considered extinction-level threats in the world today—influenza, HIV, and Ebola—don’t meet these two requirements. Influenza, for instance, despite its well-established ability to kill on a large scale, its contagiousness, and its unrivaled ability to shift and drift away from our vaccines, is still what I would call a “known unknown.” While there are many mysteries about how new flu strains emerge, from at least the time of Hippocrates, **humans have been attuned to its risk**. And in the modern era, a full-fledged industry of influenza preparedness exists, with effective vaccine strategies and antiviral therapies. HIV, which has killed 39 million people over several decades, is similarly limited due to several factors. Most importantly, HIV’s dependency on blood and body fluid for transmission (similar to Ebola) requires intimate human-to-human contact, which limits contagion. Highly potent antiviral therapy allows most people to live normally with the disease, and a substantial group of the population has genetic mutations that render them impervious to infection in the first place. Lastly, simple prevention strategies such as needle exchange for injection drug users and barrier contraceptives—when available—can curtail transmission risk. Ebola, for many of the same reasons as HIV as well as several others, also falls short of the mark. This is especially due to the fact that it spreads almost exclusively through people with easily recognizable symptoms, plus the taming of its once unfathomable 90 percent mortality rate by simple supportive care. Beyond those three, **every other known disease** falls short of what seems required to wipe out humans—which is, of course, why we’re still here. And it’s not that diseases are ineffective. On the contrary, diseases’ failure to knock us out is a testament to just how resilient humans are. Part of our evolutionary heritage is our immune system, one of the most complex on the planet, even without the benefit of vaccines or the helping hand of antimicrobial drugs. This system, when **viewed at a species level**, can adapt to almost **any enemy imaginable**. Coupled to genetic variations amongst humans—which open up the possibility for a range of advantages, from imperviousness to infection to a tendency for mild symptoms—this adaptability ensures that almost any infectious disease onslaught will **leave a large proportion of the population alive to rebuild**, in contrast to the fictional Hollywood versions. While the immune system’s role can never be understated, an even more powerful protector is the faculty of consciousness. Humans are not the most prolific, quickly evolving, or strongest organisms on the planet, but as Aristotle identified, humans are the rational animals—and it is this fundamental distinguishing characteristic that allows humans to form abstractions, think in principles, and plan long-range. These capacities, in turn, allow humans to modify, alter, and improve themselves and their environments. Consciousness equips us, at an individual and a species level, to make nature safe for the species through such technological marvels as antibiotics, antivirals, vaccines, and sanitation. When humans began to focus their minds on the problems posed by infectious disease, human life ceased being nasty, brutish, and short. In many ways, human consciousness became infectious diseases’ worthiest adversary. None of this is meant to allay all fears of infectious diseases. To totally adopt a Panglossian viewpoint would be foolish—and dangerous. Humans do face countless threats from infectious diseases: witness Zika. And if not handled appropriately, severe calamity could, and will, ensue. The West African Ebola outbreak, for instance, festered for months before major efforts to bring it under control were initiated. When it comes to infectious diseases, I’m worried about the failure of institutions to understand the full impact of outbreaks. I’m worried about countries that don’t have the infrastructure or resources to combat these outbreaks when they come. But as long as we can keep adapting, **I’m not worried about the future of the human race**.

### FW

#### Top-level –

#### 1] none of these framework arguments have warrants—these are extremely complex normative claims that philosophers spend entire books justifying, which can’t be reduced to 2 line analytic blips so err heavily neg

#### 2] don’t vote on presumption or permissibility—encourages tricky blips that destroy substantive education and there’s always a 1% risk of offense. We get new 2ar responses because it wasn’t triggered until the 2nr.