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#### The appropriation of outer space by private entities other than terrestrially accessible blockchain verification computing centers and cryptocurrency mining centers is unjust. Private entities working to appropriate outer space to create terrestrially accessible blockchain verification computing centers and cryptocurrency mining centers on the Moon and Deep Space is just. States creating significant subsidies for private entities to create terrestrially accessible blockchain verification computing centers and cryptocurrency mining centers on the Moon and Deep Space is just.

#### Climate-motivated terrestrial mining regulations kill crypto now – those don’t get applied to space because of unique environments – that saves crypto with sufficient private investment

Greene 21 Greene, Tristan. Tristan covers human-centric artificial intelligence advances, quantum computing, STEM, Spiderman, physics, and space stuff. As far as I can tell his highest level of education was that he was in the Navy for a while. "What happens to Bitcoin when billionaires build cryptocurrency miners on the Moon?" TNW | Hardfork, 8 June 2021, thenextweb.com/news/bitcoin-billionaires-build-cryptocurrency-miners-on-moon-bitcoin.

Space exploration and exploitation have traditionally been nationalist endeavors. But the rise of the 12-digit billionaire has suddenly made outer space look like open territory. The players Jeff Bezos is stepping down from his position as the CEO of Amazon after 25 years ahead of his imminent launch into space aboard one of his own Blue Origin spaceships. This will be the future of fintech 6 trends that will dominate fintech in 2022 While it’s easy to imagine the long-time leader retiring to live out a childhood fantasy, there’s nothing in Bezos’ history as an incredibly ambitious person and businessman to indicate his he’ll just blast off into the sunset to live a life of quiet leisure. Simply put, Bezos’ interest in the space sector likely won’t end with offering consumer thrill rides. While it’s impossible to know where the soon-to-be-former CEO might take his ambition, it’s likely Amazon and/or Blue Origin is already looking for ways to exploit the space sector for profit. But, obviously, Bezos isn’t the only private citizen with a spaceship company. Elon Musk’s SpaceX has spent the last decade becoming the belle of NASA’s ball and he’s already all-in on the idea of sending humans to Mars. And we can’t forget Richard Branson. He may only be worth a paltry $5 billion (lol), but his Virgin Galactic company’s been banking on making some money in space tourism for a long time. Let’s also not forget that Virgin’s dabbled in everything from railroad technology to record labels. And the list goes on. Anyone with a few billion dollars has business options and opportunities that extend beyond our planet’s surface. Space for profit In the past, we’ve discussed the idea of mining space asteroids for profit. Some experts believe there are unimaginable fortunes floating around in space in the form of resource-rich asteroids. In fact, you can even get a degree in asteroid mining. And even Goldman Sachs has considered getting in on the action. But, at the end of the day, we still have to figure out where these resources are, build machines capable of extracting them, and get them safely to somewhere they can be useful. Right now, there’s not much value in investing in asteroid mining futures because the technology either doesn’t exist or isn’t ready yet. However, there’s more than one kind of mining you can do in space. Enter cryptocurrency and the future Elon Musk recently got involved in a friendly space race, but this time it has nothing to do with competition over rockets or government contracts. He’s racing against BitMEX, a cryptocurrency exchange and derivative platform, to see who can get a cryptocurrency on the Moon first. If you’re curious about how that works, here’s a snippet from BitMEX’s official announcement: BitMEX will mint a one-of-a-kind physical bitcoin, similar to the Casascius coins of 2013, which will be delivered to the Moon by Astrobotic. The coin will hold one bitcoin at an address to be publicly released, underneath a tamper-evident hologram covering. The coin will proudly display the BitMEX name, the mission name, the date it was minted and the bitcoin price at the time of minting. According to BitMEX, this isn’t just a ceremonial or token delivery. The coin itself is a hardware wallet containing an actual Bitcoin, so its value will change with the value of the BTC here on Earth. In other words, BitMEX is sending a literal treasure to the Moon for anyone brave (or rich) enough to retrieve it. Per the company’s blog post: A moon surface background with text superimposed, quote below Credit: BitMEX Come and Get It. When the physical coin lands, it will remain on the Moon until anyone deems it worthy of retrieval. Decades from now, what will it be worth? It’s a great question. Some experts have predicted a single bitcoin will one day be worth $100K, $1M, or even more. But an even better question is this: What’s the end game for cryptocurrency in space? Billionaires want to be trillionaires Back in 1999 Wired ran a feature about the imminent rise of the world’s first trillionaire. At the time, everyone assumed the richest man in the world, Microsoft CEO Bill Gates, would be the first trillionaire by a long shot. Here’s a quote from that article: The value of Bill’s Microsoft stake has grown from $233.9 million at the time of Microsoft’s 1986 IPO to $72.2 billion as of June 15, 1999 (disregarding stock sales). At this rate – 58.2 percent a year – he will become a trillionaire in March 2005, at age 49, and his Microsoft holdings will be valued at $1 quadrillion in March 2020, when he is 64. Of course, we still haven’t seen a trillionaire in modern history. As of the time of this writing, the richest person in the world is France’s Bernard Arnault, whose $193.6 billion empire edges out Jeff Bezos’ $189 billion. At some point, if Bezos wants to pull away with it or Elon Musk wants to close the widening gap between his $151.4 billion and a first place finish, the world’s richest people are going to have to do more than squeeze terrestrial markets for every last drop of profit. That’s why many experts view Elon Musk’s heavy involvement in cryptocurrency as the potential difference maker. On any given day the Tesla, SpaceX, and Neuralink founder’s total worth can skyrocket or plummet by tens of billions of dollars based on how his cryptocurrency holdings are performing. When you consider that market movements can be directly tied to Musk’s social media statements, the power proposition for billionaires holding cryptocurrency is unbridled. Simply put: Elon Musk has more control over the so-called “volatile” world of cryptocurrency than most. Putting a cryptocurrency in space, much like firing a Tesla off into the galaxy, is a PR move meant to generate interest in the burgeoning cryptomarket. But that’s not the only purpose they serve. These acts remind us that people like Musk and Bezos can do anything they want. If they want to put a coin on the Moon, they have the means to do it. And, for example, if Musk or Bezos suddenly wanted to solve the biggest problems with cryptocurrency mining – power consumption, carbon footprint, developing powerful-enough hardware – they’re in a unique position to do so. In space, no one can hear you mine Arguably, one of the biggest things stopping an apex whale like Elon Musk from spending a fair portion of his billions on cryptomining centers is the fact that such an operation would almost certainly draw universal condemnation for its potential effect on the global climate crisis. But the Moon’s atmosphere isn’t necessarily as fragile as the Earth’s. Hypothetically speaking, there’s nothing to stop a billionaire from building a facility on the Moon to mine cryptocurrency. They would, of course, need to be able to build their own batteries, have experience with artificial intelligence and supercomputers, and already have their own satellite network set up in space – all boxes Elon Musk can tick today. And, in the near-future, as we perfect deep space transmission technology, what’s to stop a billionaire from putting a supercomputer on a satellite and sending it somewhere in deep space to mine cryptocurrency 24/7 at near absolute-zero temperatures? All of this is conjecture, but the writing is on the wall. Cryptocurrency enthusiasts fear what the experts are consistently warning: regulation is coming. Eventually, it’s possible cryptocurrency mining could become regulated with harsh policies designed to keep mining operations from further damaging the environment. This could seriously hinder the market. If humanity walks away from terrestrial mining to save the planet, we’ll be leaving unfathomable amounts of money on table. Billionaires don’t become billionaires by doing that. The only logical path forward, barring some unknown new green mining technology, may be moving the cryptocurrency industry to space.

#### Bitcoin is private property in space – appropriation is key

Rule & LeClair 21 [Dylan LeClair And Sam Rule Bitcoin Magazine. "Bitcoin’s Private Property Rights." https://www.nasdaq.com/articles/bitcoins-private-property-rights-2021-09-28]

Bitcoin’s Superior Private Property Rights

For the first time in history, bitcoin offers us a property option that does not rely on a local authority or legal system to enforce or protect it. It’s protected by the natural incentives of those participating in the network.

“Satoshi Nakamoto has created a form of property that can exist without relying on the state, centralized authority, or traditional legal structures.” - Eric D. Chason,"How Bitcoin Functions As Property Law"

It provides us with a store of value and savings technology where no government, central institution or voting bloc can seize, freeze or access it through violence or force when properly secured. Anyone in the world with an internet connection can secure this property without permission, and no other person or institution may take it away or erode its value. Whether it’s real estate, cash, equities, bonds, or gold, no other asset on the market provides this level of assurance and security.

What we know of strong, well-defined property rights is that they are the basis of human cooperation and economic activity. When private property rights flourish, so do the people. When we look at the nations of the world with the lowest ranking of property rights, we also find some of the key regions where bitcoin is making its mark.

#### Cryptocurrency reaching a wide rollout builds resilience to survive inevitable existential filters.

Alex McShane 21, Writer and Head of Video for Bitcoin Magazine, BA from the University of Iowa, Degree from the University College Dublin, Degree from Kirkwood Community College, “Bitcoin and Existential Risk”, Bitcoin Magazine, 9/5/2021, https://bitcoinmagazine.com/culture/bitcoin-and-existential-risk-alex-mcshane

TL;DR - An existential risk is the possibility of an event or series of events that could drastically curtail humanity’s potential. A hypothetical global catastrophe could be anthropogenic or non-anthropogenic and internal or external in nature. The adoption of Bitcoin will better position us to address these risks as a society.

EXTERNAL NON-ANTHROPOGENIC

A catastrophic collision with an astronomical object, such as an asteroid impact would be an external non-anthropogenic risk. This has already occurred here several times. During the Permian Triassic period (ending 250 million years ago) an astronomical impact killed 90 percent of the species on Earth. It took tens of millions of years for life on Earth to repopulate and Earth’s intelligence potential to recover.

One interesting external non-anthropogenic risk is Earth’s reflected light, which could be measured by an external intelligence who then come to extinguish us. (The topic of our own signal bringing about this death by misadventure is discussed further below.)

What does this have to do with Bitcoin?

Generally, hard money facilitates greater innovation and technological process. At this point one might argue that if we do not migrate to some degree from Earth as a species, and are subsequently wiped out by an astronomical object impact or a super-volcanic event, the risk becomes anthropogenic in nature. We are a centralized species on a grand scale, and at this point one could say we have through consensus chosen to remain vulnerable to a single vector of attack by staying here.

Bitcoin is not only the hardest money known to man, it is the most responsible from this standpoint. Bitcoin as it currently operates is currency that can provide a monetary framework on which humans can achieve greater capital growth, collaboration, resource allocation, and therefore technological progress. Because the terminal supply of Bitcoin is capped, we can store value in it indefinitely as a society.

66 Million years ago the Cretaceous-Paleogene Extinction Event extinguished the life and intelligence potential of the non-avian dinosaurs. This series of events was external, and broadly non-anthropogenic in the sense that no form of life on Earth at the time contributed to its own demise, but more specifically, at the time of those astronomical impacts the first humans hadn’t split from chimpanzee lineages. This split is thought to have occurred between between 4 and 8 million years ago.

An important distinction between astronomical impacts or super-volcanic events of the past and such events if they were to happen today is that one could argue that our intelligence potential is now mature enough to tackle certain of the external existential risks. Today, the risk posed by an asteroid impact or something similar would still be external in its origin, but at what point does the burden of responsibility to migrate off of the planet fall upon our population? We can surely solve for some external existential risks, and in any case, no one is going to do it for us. You could say that failing to collectively pursue a solution when technically we could have would recategorize a civilization-extinguishing asteroid impact as an external but anthropogenic risk.

At what point do innovation dampening authoritarian states and their mandated broken money cause society to stall at a local optimum? Surely the government has already caused this. It’s only a matter of time before another object strikes the Earth with devastating consequence. I would argue it is irresponsible to continue life here with government money. Government money is an existential risk. Bitcoin is not only a solution, it is a societal responsibility.

INTERNAL ANTHROPOGENIC

Nuclear war is one example of an internal anthropogenic risk. That is, should nuclear war arise, it would be both self destructive, and relatively self contained on a cosmic scale. It follows that biological warfare is an internal anthropogenic risk, the reality of which we as a species can surely understand now. If I were to hazard a guess I would say virtual emergencies and cyber pandemics are next. These self constructed catastrophes are the government’s misguided attempts at proof of work. This is a topic for another time. Do not surrender your ability to think and speak freely.

The second law of thermodynamics can summed thus, processes that involve the transfer or conversion of heat energy are irreversible. The law indicates we have not observed a spontaneous transfer of energy from cold to hot. Another way to think of this is that there is no such thing as cold, only lesser degrees of hot. Nothing cannot transfer. So broadly, within a closed system, the second law of thermodynamics would indicate that all differences tend to level out.

So what has this got to do with Bitcoin?

Well firstly, all hardware is subject to entropy. The distributed nature of the blockchain increases the probability that it will survive centralized entropy. At Bitcoin’s inception, imagine a failure because Satoshi’s computer randomly crashed. Distributed networks are inherently hedged against this particular centralized form of existential risk.

The second law of thermodynamics also suggests that on a grander scale, relatively isolated (centralized) systems will degenerate more and more into disordered states. Proof of work, and network growth are two ways Bitcoin fights against falling into disrepair.

Bitcoin uses proof of work to stave off entropy. The system cannot stay dormant. It must continue to use proof of work to advance the state of the chain, and to fight entropy to secure the monetary value all of the users have stored in the network. The U.S. dollar, as many have pointed out, relies on proof of war, or distributed political energies to maintain dominance. Its methodology can be described as haphazard at best.

INTERNAL NON-ANTHROPOGENIC

One internal non-anthropogenic risk is that of a super-volcanic eruption, provided it wasn’t humans who brought about the eruption. Just like with external non-anthropogenic risks, Bitcoin alone cannot prevent them, but it can help humans prepare for them such that we may survive these relatively small intelligence filters the universe throws our way.

Bitcoin allows for fundamental capital accumulation and human innovation, and promotes collaboration to such a degree that we will find an increased collective problem solving power as humans the further Bitcoin adoption spreads. It is worth mentioning that Bitcoin also maintains and appreciates wealth to such a degree that often those of us to chose to live our lives on a Bitcoin standard will experience relatively greater freedoms, and vastly greater amounts of free time than our peers who chose to continue their lives on a fiat standard, and are perpetually working to outpace their chronic debt. Many Bitcoiners will likely forego that newfound free time to work and continue to provide value to others in whatever area interests them, because Bitcoin incentivizes the collaborative accumulation of capital but also the responsible reallocation of it.

EXTERNAL ANTHROPOGENIC

An external anthropogenic risk has the least probability of occurring. This is a problem of reach. Imagine human intelligence being sent into the cosmos and signaling or generally causing an external intelligence or astronomical object to come back to extinguish us. This is a most improbable extinction by misadventure.

The probability that we send messages of consequence into the cosmos that in turn cause some other far-flung intelligence, with knowledge enough to reach us, to come and bring about our own destruction is next to zero, but it isn’t zero.

I would posit that the probability increases every day that Bitcoin survives, with each person that chooses to hold Bitcoin over fiat, because on a fiat standard we are again, stuck at a local optimum at best, and each day the global monetary system devolves further into chaos. The fiat world may continue to be habitable chaos, but our technological progress and our greatest capacity for innovation cannot be achieved on a fiat standard.

A Bitcoin standard is not only our current best bet, it is the only monetary vehicle that will take us from here, or enable us to build technology that can effectively communicate with places in the universe where other intelligence has emerged. The other reason this fatal miscommunication is unlikely to occur is that once through a Bitcoin standard we have manage to build a society that can effectively reach and communicate at greater depths of the cosmos we will at that time have already become a multi-planetary, if not transitory, if not multi-solar system species. The topic of Bitcoin in space and planetary interoperability will be discussed in a later essay.

The most distant human made object from the earth is the Voyager 1, which is over 13 billion miles away. (For perspective, Apha Centuri, the nearest star system to Earth, is 25 trillion miles away.) Human radio signals have announced our presence and our intelligence to the cosmos since around 1900. The first human radio signals have all ready traveled 114 light years, that is 681,920,540,000,000 miles. Although the reach of our radio signals is very great, the probability of us being heard and subsequently extinguished is negligible. External anthropogenic risks are the least of our concerns at the moment.

As Bitcoin adoption grows, it serves to promote advances in artificial intelligence and nanotechnology. External anthropogenic risks will become more relevant to human intelligence at a much later time. External non-anthropogenic risks are similarly out of our hands for the time being. That is, at the moment there is nothing we can do to prevent the Sun from becoming a red giant star and subsuming the Earth.

But we do already have the monetary technology upon which to engineer solutions to some of these problems. We have the potential as humans to prevent internal global catastrophes, both those set on by us and not. Survival and longevity is arguably our greatest task as a species. Adopting Bitcoin, and protecting this network is proceeding with diligence and a long eye toward the future in all of our political and scientific affairs. The existential risks of living are great, though it is human nature for our ambitions to out pace our current abilities. The only evidence of life is change. To change is to exit fiat currency, it is to use Bitcoin instead.

## OFF

#### The standard is maximizing expected wellbeing

#### Independently:

#### 1] Death outweighs

Burns 2017 (Elizabeth Finneron-Burns is a Teaching Fellow at the University of Warwick and an Affiliated Researcher at the Institute for Futures Studies in Stockholm, What’s wrong with human extinction?, <http://www.tandfonline.com/doi/pdf/10.1080/00455091.2016.1278150?needAccess=true>, Canadian Journal of Philosophy, 2017)

Many, though certainly not all, people might believe that it would be wrong to bring about the end of the human species, and the reasons given for this belief are various. I begin by considering four reasons that could be given against the moral permissibility of human extinction. I will argue that only those reasons that impact the people who exist at the time that the extinction or the knowledge of the upcoming extinction occurs, can explain its wrongness. I use this conclusion to then consider in which cases human extinction would be morally permissible or impermissible, arguing that there is only a small class of cases in which it would not be wrong to cause the extinction of the human race or allow it to happen. 2.1. It would prevent the existence of very many happy people One reason of human extinction might be considered to be wrong lies in the value of human life itself. The thought here might be that it is a good thing for people to exist and enjoy happy lives and extinction would deprive more people of enjoying this good. The ‘good’ in this case could be understood in at least two ways. According to the first, one might believe that you benefit a person by bringing them into existence, or at least, that it is good for that person that they come to exist. The second view might hold that if humans were to go extinct, the utility foregone by the billions (or more) of people who could have lived but will now never get that opportunity, renders allowing human extinction to take place an incidence of wrongdoing. An example of this view can be found in two quotes from an Effective Altruism blog post by Peter Singer, Nick Beckstead and Matt Wage: One very bad thing about human extinction would be that billions of people would likely die painful deaths. But in our view, this is by far not the worst thing about human extinction. The worst thing about human extinction is that there would be no future generations. Since there could be so many generations in our future, the value of all those generations together greatly exceeds the value of the current generation. (Beckstead, Singer, and Wage 2013) The authors are making two claims. The first is that there is value in human life and also something valuable about creating future people which gives us a reason to do so; furthermore, it would be a very bad thing if we did not do so. The second is that, not only would it be a bad thing for there to be no future people, but it would actually be the worst thing about extinction. Since happy human lives have value, and the number of potential people who could ever exist is far greater than the number of people who exist at any one time, even if the extinction were brought about through the painful deaths of currently existing people, the former’s loss would be greater than the latter’s. Both claims are assuming that there is an intrinsic value in the existence of potential human life. The second claim makes the further assumption that the forgone value of the potential lives that could be lived is greater than the disvalue that would be accrued by people existing at the time of the extinction through suffering from painful and/or premature deaths. The best-known author of the post, Peter Singer is a prominent utilitarian, so it is not surprising that he would lament the potential lack of future human lives per se. However, it is not just utilitarians who share this view, even if implicitly. Indeed, other philosophers also seem to imply that they share the intuition that there is just something wrong with causing or failing to prevent the extinction of the human species such that we prevent more ‘people’ from having the ‘opportunity to exist’. Stephen Gardiner (2009) and Martin O’Neill (personal correspondence), both sympathetic to contract theory, for example, also find it intuitive that we should want more generations to have the opportunity to exist, assuming that they have worth-living lives, and I find it plausible to think that many other people (philosophers and non-philosophers alike) probably share this intuition. When we talk about future lives being ‘prevented’, we are saying that a possible person or a set of possible people who could potentially have existed will now never actually come to exist. To say that it is wrong to prevent people from existing could either mean that a possible person could reasonably reject a principle that permitted us not to create them, or that the foregone value of their lives provides a reason for rejecting any principle that permits extinction. To make the first claim we would have to argue that a possible person could reasonably reject any principle that prevented their existence on the grounds that it prevented them in particular from existing. However, this is implausible for two reasons. First, we can only wrong someone who did, does or will actually exist because wronging involves failing to take a person’s interests into account. When considering the permissibility of a principle allowing us not to create Person X, we cannot take X’s interest in being created into account because X will not exist if we follow the principle. By considering the standpoint of a person in our deliberations we consider the burdens they will have to bear as a result of the principle. In this case, there is no one who will bear any burdens since if the principle is followed (that is, if we do not create X), X will not exist to bear any burdens. So, only people who do/will actually exist can bear the brunt of a principle, and therefore occupy a standpoint that is owed justification. Second, existence is not an interest at all and a possible person is not disadvantaged by not being caused to exist. Rather than being an interest, it is a necessary requirement in order to have interests. Rivka Weinberg describes it as ‘neutral’ because causing a person to exist is to create a subject who can have interests; existence is not an interest itself.3 In order to be disadvantaged, there must be some detrimental effect on your interests. However, without existence, a person does not have any interests so they cannot be disadvantaged by being kept out of existence. But, as Weinberg points out, ‘never having interests itself could not be contrary to people’s interests since without interest bearers, there can be no ‘they’ for it to be bad for’ (Weinberg 2008, 13). So, a principle that results in some possible people never becoming actual does not impose any costs on those ‘people’ because nobody is disadvantaged by not coming into existence.4 It therefore seems that it cannot be wrong to fail to bring particular people into existence. This would mean that no one acts wrongly when they fail to create another person. Writ large, it would also not be wrong if everybody decided to exercise their prerogative not to create new people and potentially, by consequence, allow human extinction. One might respond here by saying that although it may be permissible for one person to fail to create a new person, it is not permissible if everyone chooses to do so because human lives have value and allowing human extinction would be to forgo a huge amount of value in the world. This takes us to the second way of understanding the potential wrongness of preventing people from existing — the foregone value of a life provides a reason for rejecting any principle that prevents it. One possible reply to this claim turns on the fact that many philosophers acknowledge that the only, or at least the best, way to think about the value of (individual or groups of) possible people’s lives is in impersonal terms (Parfit 1984; Reiman 2007; McMahan 2009). Jeff McMahan, for example, writes ‘at the time of one’s choice there is no one who exists or will exist independently of that choice for whose sake one could be acting in causing him or her to exist … it seems therefore that any reason to cause or not to cause an individual to exist … is best considered an impersonal rather than individual-affecting reason’ (McMahan 2009, 52). Another reply along similar lines would be to appeal to the value that is lost or at least foregone when we fail to bring into existence a next (or several next) generations of people with worth-living lives. Since ex hypothesi worth-living lives have positive value, it is better to create more such lives and worse to create fewer. Human extinction by definition is the creation of no future lives and would ‘deprive’ billions of ‘people’ of the opportunity to live worth-living lives. This might reduce the amount of value in the world at the time of the extinction (by killing already existing people), but it would also prevent a much vaster amount of value in the future (by failing to create more people). Both replies depend on the impersonal value of human life. However, recall that in contractualism impersonal values are not on their own grounds for reasonably rejecting principles. Scanlon himself says that although we have a strong reason not to destroy existing human lives, this reason ‘does not flow from the thought that it is a good thing for there to be more human life rather than less’ (104). In contractualism, something cannot be wrong unless there is an impact on a person. Thus, neither the impersonal value of creating a particular person nor the impersonal value of human life writ large could on its own provide a reason for rejecting a principle permitting human extinction. It seems therefore that the fact that extinction would deprive future people of the opportunity to live worth-living lives (either by failing to create either particular future people or future people in general) cannot provide us with a reason to consider human extinction to be wrong. Although the lost value of these ‘lives’ itself cannot be the reason explaining the wrongness of extinction, it is possible the knowledge of this loss might create a personal reason for some existing people. I will consider this possibility later on in section (d). But first I move to the second reason human extinction might be wrong per se. 2.2. It would mean the loss of the only known form of intelligent life and all civilization and intellectual progress would be lost A second reason we might think it would be wrong to cause human extinction is the loss that would occur of the only (known) form of rational life and the knowledge and civilization that that form of life has created. One thought here could be that just as some might consider it wrong to destroy an individual human heritage monument like the Sphinx, it would also be wrong if the advances made by humans over the past few millennia were lost or prevented from progressing. A related argument is made by those who feel that there is something special about humans’ capacity for rationality which is valuable in itself. Since humans are the only intelligent life that we know of, it would be a loss, in itself, to the world for that to end. I admit that I struggle to fully appreciate this thought. It seems to me that Henry Sidgwick was correct in thinking that these things are only important insofar as they are important to humans (Sidgwick 1874, I.IX.4).5 If there is no form of intelligent life in the future, who would there be to lament its loss since intelligent life is the only form of life capable of appreciating intelligence? Similarly, if there is no one with the rational capacity to appreciate historic monuments and civil progress, who would there be to be negatively affected or even notice the loss?6 However, even if there is nothing special about human rationality, just as some people try to prevent the extinction of nonhuman animal species, we might think that we ought also to prevent human extinction for the sake of biodiversity. The thought in this, as well as the earlier examples, must be that it would somehow be bad for the world if there were no more humans even though there would be no one for whom it is bad. This may be so but the only way to understand this reason is impersonally. Since we are concerned with wrongness rather than badness, we must ask whether something that impacts no one’s well-being, status or claims can be wrong. As we saw earlier, in the contractualist framework reasons must be personal rather than impersonal in order to provide grounds for reasonable rejection (Scanlon 1998, 218–223). Since the loss of civilization, intelligent life or biodiversity are per se impersonal reasons, there is no standpoint from which these reasons could be used to reasonably reject a principle that permitted extinction. Therefore, causing human extinction on the grounds of the loss of civilization, rational life or biodiversity would not be wrong. 2.3. Existing people would endure physical pain and/or painful and/or premature deaths Thinking about the ways in which human extinction might come about brings to the fore two more reasons it might be wrong. It could, for example, occur if all humans (or at least the critical number needed to be unable to replenish the population, leading to eventual extinction) underwent a sterilization procedure. Or perhaps it could come about due to anthropogenic climate change or a massive asteroid hitting the Earth and wiping out the species in the same way it did the dinosaurs millions of years ago. Each of these scenarios would involve significant physical and/or non-physical harms to existing people and their interests. Physically, people might suffer premature and possibly also painful deaths, for example. It is not hard to imagine examples in which the process of extinction could cause premature death. A nuclear winter that killed everyone or even just every woman under the age of 50 is a clear example of such a case. Obviously, some types of premature death themselves cannot be reasons to reject a principle. Every person dies eventually, sometimes earlier than the standard expected lifespan due to accidents or causes like spontaneously occurring incurable cancers. A cause such as disease is not a moral agent and therefore it cannot be wrong if it unavoidably kills a person prematurely. Scanlon says that the fact that a principle would reduce a person’s well-being gives that person a reason to reject the principle: ‘components of well-being figure prominently as grounds for reasonable rejection’ (Scanlon 1998, 214). However, it is not settled yet whether premature death is a setback to well-being. Some philosophers hold that death is a harm to the person who dies, whilst others argue that it is not.7 I will argue, however, that regardless of who is correct in that debate, being caused to die prematurely can be reason to reject a principle when it fails to show respect to the person as a rational agent. Scanlon says that recognizing others as rational beings with interests involves seeing reason to preserve life and prevent death: ‘appreciating the value of human life is primarily a matter of seeing human lives as something to be respected, where this involves seeing reasons not to destroy them, reasons to protect them, and reasons to want them to go well’ (Scanlon 1998, 104). The ‘respect for life’ in this case is a respect for the person living, not respect for human life in the abstract. This means that we can sometimes fail to protect human life without acting wrongfully if we still respect the person living. Scanlon gives the example of a person who faces a life of unending and extreme pain such that she wishes to end it by committing suicide. Scanlon does not think that the suicidal person shows a lack of respect for her own life by seeking to end it because the person whose life it is has no reason to want it to go on. This is important to note because it emphasizes the fact that the respect for human life is person-affecting. It is not wrong to murder because of the impersonal disvalue of death in general, but because taking someone’s life without their permission shows disrespect to that person. This supports its inclusion as a reason in the contractualist formula, regardless of what side ends up winning the ‘is death a harm?’ debate because even if death turns out not to harm the person who died, ending their life without their consent shows disrespect to that person. A person who could reject a principle permitting another to cause his or her premature death presumably does not wish to die at that time, or in that manner. Thus, if they are killed without their consent, their interests have not been taken into account, and they have a reason to reject the principle that allowed their premature death.8 This is as true in the case of death due to extinction as it is for death due to murder. However, physical pain may also be caused to existing people without killing them, but still resulting in human extinction. Imagine, for example, surgically removing everyone’s reproductive organs in order to prevent the creation of any future people. Another example could be a nuclear bomb that did not kill anyone, but did painfully render them infertile through illness or injury. These would be cases in which physical pain (through surgery or bombs) was inflicted on existing people and the extinction came about as a result of the painful incident rather than through death. Furthermore, one could imagine a situation in which a bomb (for example) killed enough people to cause extinction, but some people remained alive, but in terrible pain from injuries. It seems uncontroversial that the infliction of physical pain could be a reason to reject a principle. Although Scanlon says that an impact on well-being is not the only reason to reject principles, it plays a significant role, and indeed, most principles are likely to be rejected due to a negative impact on a person’s well-being, physical or otherwise. It may be queried here whether it is actually the involuntariness of the pain that is grounds for reasonable rejection rather than the physical pain itself because not all pain that a person suffers is involuntary. One can imagine acts that can cause physical pain that are not rejectable — base jumping or life-saving or improving surgery, for example. On the other hand, pushing someone off a cliff or cutting him with a scalpel against his will are clearly rejectable acts. The difference between the two cases is that in the former, the person having the pain inflicted has consented to that pain or risk of pain. My view is that they cannot be separated in these cases and it is involuntary physical pain that is the grounds for reasonable rejection. Thus, the fact that a principle would allow unwanted physical harm gives a person who would be subjected to that harm a reason to reject the principle. Of course the mere fact that a principle causes involuntary physical harm or premature death is not sufficient to declare that the principle is rejectable — there might be countervailing reasons. In the case of extinction, what countervailing reasons might be offered in favour of the involuntary physical pain/ death-inducing harm? One such reason that might be offered is that humans are a harm to the natural environment and that the world might be a better place if there were no humans in it. It could be that humans might rightfully be considered an all-things-considered hindrance to the world rather than a benefit to it given the fact that we have been largely responsible for the extinction of many species, pollution and, most recently, climate change which have all negatively affected the natural environment in ways we are only just beginning to understand. Thus, the fact that human extinction would improve the natural environment (or at least prevent it from degrading further), is a countervailing reason in favour of extinction to be weighed against the reasons held by humans who would experience physical pain or premature death. However, the good of the environment as described above is by definition not a personal reason. Just like the loss of rational life and civilization, therefore, it cannot be a reason on its own when determining what is wrong and countervail the strong personal reasons to avoid pain/death that is held by the people who would suffer from it.9 Every person existing at the time of the extinction would have a reason to reject that principle on the grounds of the physical pain they are being forced to endure against their will that could not be countervailed by impersonal considerations such as the negative impact humans may have on the earth. Therefore, a principle that permitted extinction to be accomplished in a way that caused involuntary physical pain or premature death could quite clearly be rejectable by existing people with no relevant countervailing reasons. This means that human extinction that came about in this way would be wrong. There are of course also additional reasons they could reject a similar principle which I now turn to address in the next section. 2.4. Existing people could endure non-physical harms I said earlier than the fact in itself that there would not be any future people is an impersonal reason and can therefore not be a reason to reject a principle permitting extinction. However, this impersonal reason could give rise to a personal reason that is admissible. So, the final important reason people might think that human extinction would be wrong is that there could be various deleterious psychological effects that would be endured by existing people having the knowledge that there would be no future generations. There are two main sources of this trauma, both arising from the knowledge that there will be no more people. The first relates to individual people and the undesired negative effect on well-being that would be experienced by those who would have wanted to have children. Whilst this is by no means universal, it is fair to say that a good proportion of people feel a strong pull towards reproduction and having their lineage continue in some way. Samuel Scheffler describes the pull towards reproduction as a ‘desire for a personalized relationship with the future’ (Scheffler 2012, 31). Reproducing is a widely held desire and the joys of parenthood are ones that many people wish to experience. For these people knowing that they would not have descendants (or that their descendants will endure painful and/or premature deaths) could create a sense of despair and pointlessness of life. Furthermore, the inability to reproduce and have your own children because of a principle/policy that prevents you (either through bans or physical interventions) would be a significant infringement of what we consider to be a basic right to control what happens to your body. For these reasons, knowing that you will have no descendants could cause significant psychological traumas or harms even if there were no associated physical harm. The second is a more general, higher level sense of hopelessness or despair that there will be no more humans and that your projects will end with you. Even those who did not feel a strong desire to procreate themselves might feel a sense of hopelessness that any projects or goals they have for the future would not be fulfilled. Many of the projects and goals we work towards during our lifetime are also at least partly future-oriented. Why bother continuing the search for a cure for cancer if either it will not be found within humans’ lifetime, and/or there will be no future people to benefit from it once it is found? Similar projects and goals that might lose their meaning when confronted with extinction include politics, artistic pursuits and even the type of philosophical work with which this paper is concerned. Even more extreme, through the words of the character Theo Faron, P.D. James says in his novel The Children of Men that ‘without the hope of posterity for our race if not for ourselves, without the assurance that we being dead yet live, all pleasures of the mind and senses sometimes seem to me no more than pathetic and crumbling defences shored up against our ruins’ (James 2006, 9). Even if James’ claim is a bit hyperbolic and all pleasures would not actually be lost, I agree with Scheffler in finding it not implausible that the knowledge that extinction was coming and that there would be no more people would have at least a general depressive effect on people’s motivation and confidence in the value of and joy in their activities (Scheffler 2012, 43). Both sources of psychological harm are personal reasons to reject a principle that permitted human extinction. Existing people could therefore reasonably reject the principle for either of these reasons. Psychological pain and the inability to pursue your personal projects, goals, and aims, are all acceptable reasons for rejecting principles in the contractualist framework. So too are infringements of rights and entitlements that we accept as important for people’s lives. These psychological reasons, then, are also valid reasons to reject principles that permitted or required human extinction.

#### 2] All other frameworks fail

Mack 4 [(Peter, MBBS, FRCS(Ed), FRCS (Glasg), PhD, MBA, MHlthEcon) “Utilitarian Ethics in Healthcare.” International Journal of the Computer, the Internet, and Management Vol. 12, No.3. 2004. Department of Surgery. Singapore General Hospital.] SJDI

Medicine is a costly science, but of greater concern to the health economist is that it is also a limitless art. Every medical advance created new needs that did not exist until the means of meeting them came into existence. Physicians are reputed to have an infinite capacity to do ever more things, and perform ever more expensive interventions for their patients so long as any of their patients’ health needs remain unfulfilled. The traditional stance of the physician is that each patient is an isolated universe. When confronted with a situation in which his duty involves a competition for scarce medications or treatments, he would plead the patient’s cause by all methods, short of deceit. However, when the physician’s decision involves more than just his own patient, or has some commitment to public health, other issues have to be considered. He then has to recognise that the unbridled advocacy of the patient may not square with what the economist perceives to be the most advantageous policy to society as a whole. Medical professionals characteristically deplore scarcities. Many of them are simply not prepared to modify their intransigent principle of unwavering duty to their patients’ individual interest. However, in decisions involving multiple patients, making available more medication, labour or expenses for one patient will mean leaving less for another. The physician is then compelled by his competing loyalties to enter into a decision mode of one versus many, where the underlying constraint is one of finiteness of the commodities. Although the medical treatment may be simple and inexpensive in many instances, there are situations such as in renal dialysis, where prioritisation of treatment poses a moral dilemma because some patients will be denied the treatment and perish. Ethics and economics share areas of overlap. They both deal with how people should behave, what policies the state should pursue and what obligations citizens owe to their governments. The centrality of the human person in both normative economics and normative ethics is pertinent to this discussion. Economics is the study of human action in the marketplace whereas ethics deals with the “rightness” or “wrongness” of human action in general. Both disciplines are rooted in human reason and human nature and the two disciplines intersect at the human person and the analysis of human action. From the economist’s perspective, ethics is identified with the investigation of rationally justifiable bases for resolving conflict among persons with divergent aims and who share a common world. Because of the scarcity of resources, one’s success is another person’s failure. Therefore ethics search for rationally justifiable standards for the resolution of interpersonal conflict. While the realities of human life have given rise to the concepts of property, justice and scarcity, the management of scarcity requires the exercise of choice, since having more of some goods means having less of others. Exercising choice in turn involves comparisons, and comparisons are based on principles. As ethicists, the meaning of these principles must be sought in the moral basis that implementing them would require. For instance, if the implementation of distributive justice in healthcare is founded on the basis of welfare-based principles, as opposed to say resource-based principles, it means that the health system is motivated by the idea that what is of primary moral importance is the level of welfare of the people. This means that all distributive questions should be settled according to which distribution maximises welfare. Utilitarianism is fundamentally welfarist in its philosophy. Application of the principle to healthcare requires a prior understanding of the welfarist theory as expounded by the economist. Conceptually, welfarist theory is built on four tenets: utility maximisation, consumer sovereignty, consequentialism and welfarism. Utility maximisation embodies the behavioural proposition that individuals choose rationally, but it does not address the morality of rational choice. Consumer sovereignty is the maxim that individuals are the best judge of their own welfare. Consequentialism holds that any action or choice must be judged exclusively in terms of outcomes. Welfarism is the proposition that the “goodness” of the resource allocation be judged solely on the welfare or utility levels in that situation. Taken together these four tenets require that a policy be judged solely in terms of the resulting utilities achieved by individuals as assessed by the individuals themselves. Issues of who receives the utility, the source of the utility and any non-utility aspects of the situation are ignored.

#### 3] Non util ethics are impossible

Greene 10 – Joshua, Associate Professor of Social science in the Department of Psychology at Harvard University (The Secret Joke of Kant’s Soul published in Moral Psychology: Historical and Contemporary Readings, accessed: www.fed.cuhk.edu.hk/~lchang/material/Evolutionary/Developmental/Greene-KantSoul.pdf)

**What turn-of-the-millennium science** **is telling us is that human moral judgment is not a pristine rational enterprise**, that our **moral judgments are driven by a hodgepodge of emotional dispositions, which themselves were shaped by a hodgepodge of evolutionary forces, both biological and cultural**. **Because of this, it is exceedingly unlikely that there is any rationally coherent normative moral theory that can accommodate our moral intuitions**. Moreover, **anyone who claims to have such a theory**, or even part of one, **almost certainly doesn't**. Instead, what that person probably has is a moral rationalization. It seems then, that we have somehow crossed the infamous "is"-"ought" divide. How did this happen? Didn't Hume (Hume, 1978) and Moore (Moore, 1966) warn us against trying to derive an "ought" from and "is?" How did we go from descriptive scientific theories concerning moral psychology to skepticism about a whole class of normative moral theories? The answer is that we did not, as Hume and Moore anticipated, attempt to derive an "ought" from and "is." That is, our method has been inductive rather than deductive. We have inferred on the basis of the available evidence that the phenomenon of rationalist deontological philosophy is best explained as a rationalization of evolved emotional intuition (Harman, 1977). Missing the Deontological Point I suspect that **rationalist deontologists will remain unmoved by the arguments presented here**. Instead, I suspect, **they** **will insist that I have simply misunderstood what** Kant and like-minded **deontologists are all about**. **Deontology, they will say, isn't about this intuition or that intuition**. It's not defined by its normative differences with consequentialism. **Rather, deontology is about taking humanity seriously**. Above all else, it's about respect for persons. It's about treating others as fellow rational creatures rather than as mere objects, about acting for reasons rational beings can share. And so on (Korsgaard, 1996a; Korsgaard, 1996b). **This is, no doubt, how many deontologists see deontology. But this insider's view**, as I've suggested, **may be misleading**. **The problem**, more specifically, **is that it defines deontology in terms of values that are not distinctively deontological**, though they may appear to be from the inside. **Consider the following analogy with religion. When one asks a religious person to explain the essence of his religion, one often gets an answer like this: "It's about love**, really. It's about looking out for other people, looking beyond oneself. It's about community, being part of something larger than oneself." **This sort of answer accurately captures the phenomenology of many people's religion, but it's nevertheless inadequate for distinguishing religion from other things**. This is because many, if not most, non-religious people aspire to love deeply, look out for other people, avoid self-absorption, have a sense of a community, and be connected to things larger than themselves. In other words, secular humanists and atheists can assent to most of what many religious people think religion is all about. From a secular humanist's point of view, in contrast, what's distinctive about religion is its commitment to the existence of supernatural entities as well as formal religious institutions and doctrines. And they're right. These things really do distinguish religious from non-religious practices, though they may appear to be secondary to many people operating from within a religious point of view. In the same way, I believe that most of **the standard deontological/Kantian self-characterizatons fail to distinguish deontology from other approaches to ethics**. (See also Kagan (Kagan, 1997, pp. 70-78.) on the difficulty of defining deontology.) It seems to me that **consequentialists**, as much as anyone else, **have respect for persons**, **are against treating people as mere objects,** **wish to act for reasons that rational creatures can share, etc**. **A consequentialist respects other persons, and refrains from treating them as mere objects, by counting every person's well-being in the decision-making process**. **Likewise, a consequentialist attempts to act according to reasons that rational creatures can share by acting according to principles that give equal weight to everyone's interests, i.e. that are impartial**. This is not to say that consequentialists and deontologists don't differ. They do. It's just that the real differences may not be what deontologists often take them to be. What, then, distinguishes deontology from other kinds of moral thought? A good strategy for answering this question is to start with concrete disagreements between deontologists and others (such as consequentialists) and then work backward in search of deeper principles. This is what I've attempted to do with the trolley and footbridge cases, and other instances in which deontologists and consequentialists disagree. **If you ask a deontologically-minded person why it's wrong to push someone in front of speeding trolley in order to save five others, you will get** characteristically deontological **answers**. Some **will be tautological**: **"Because it's murder!"** **Others will be more sophisticated: "The ends don't justify the means**." "You have to respect people's rights." **But**, as we know, **these answers don't really explain anything**, because **if you give the same people** (on different occasions) **the trolley case** or the loop case (See above), **they'll make the opposite judgment**, even though their initial explanation concerning the footbridge case applies equally well to one or both of these cases. **Talk about rights, respect for persons, and reasons we can share are natural attempts to explain, in "cognitive" terms, what we feel when we find ourselves having emotionally driven intuitions that are odds with the cold calculus of consequentialism**. Although these explanations are inevitably incomplete, **there seems to be "something deeply right" about them because they give voice to powerful moral emotions**. **But, as with many religious people's accounts of what's essential to religion, they don't really explain what's distinctive about the philosophy in question**.

#### 4] That justifies util – it’s impartial, specific to public actors, and resolves infinite regress which explains all value.

Greene 15 — (Joshua Greene, Professor of Psychology @ Harvard, being interviewed by Russ Roberts, “Joshua Greene on Moral Tribes, Moral Dilemmas, and Utilitarianism”, The Library of Economics and Liberty, 1-5-15, Available Online at <https://www.econtalk.org/joshua-greene-on-moral-tribes-moral-dilemmas-and-utilitarianism/#audio-highlights>, accessed 5-17-20, HKR-AM) \*\*NB: Guest = Greene, and only his lines are highlighted/underlined

Guest: Okay. So, I think utilitarianism is very much misunderstood. And this is part of the reason why we shouldn't even call it utilitarianism at all. We should call it what I call 'deep pragmatism', which I think better captures what I think utilitarianism is really like, if you really apply it in real life, in light of an understanding of human nature. But, we can come back to that. The idea, going back to the tragedy of common-sense morality is you've got all these different tribes with all of these different values based on their different ways of life. What can they do to get along? And I think that the best answer that we have is--well, let's back up. In order to resolve any kind of tradeoff, you have to have some kind of common metric. You have to have some kind of common currency. And I think that what utilitarianism, whether it's the moral truth or not, is provide a kind of common currency. So, what is utilitarianism? It's basically the idea that--it's really two ideas put together. One is the idea of impartiality. That is, at least as social decision makers, we should regard everybody's interests as of equal worth. Everybody counts the same. And then you might say, 'Well, but okay, what does it mean to count everybody the same? What is it that really matters for you and for me and for everybody else?' And there the utilitarian's answer is what is sometimes called, somewhat accurately and somewhat misleadingly, happiness. But it's not really happiness in the sense of cherries on sundaes, things that make you smile. It's really the quality of conscious experience. So, the idea is that if you start with anything that you value, and say, 'Why do you care about that?' and keep asking, 'Why do you care about that?' or 'Why do you care about that?' you ultimately come down to the quality of someone's conscious experience. So if I were to say, 'Why did you go to work today?' you'd say, 'Well, I need to make money; and I also enjoy my work.' 'Well, what do you need your money for?' 'Well, I need to have a place to live; it costs money.' 'Well, why can't you just live outside?' 'Well, I need a place to sleep; it's cold at night.' 'Well, what's wrong with being cold?' 'Well, it's uncomfortable.' 'What's wrong with being uncomfortable?' 'It's just bad.' Right? At some point if you keep asking why, why, why, it's going to come down to the conscious experience--in Bentham's terms, again somewhat misleading, the pleasure and pain of either you or somebody else that you care about. So the utilitarian idea is to say, Okay, we all have our pleasures and pains, and as a moral philosophy we should all count equally. And so a good standard for resolving public disagreements is to say we should go with whatever option is going to produce the best overall experience for the people who are affected. Which you can think of as shorthand as maximizing happiness--although I think that that's somewhat misleading. And the solution has a lot of merit to it. But it also has endured a couple of centuries of legitimate criticism. And one of the biggest criticisms--and now we're getting back to the Trolley cases, is that utilitarianism doesn't adequately account for people's rights. So, take the footbridge case. It seems that it's wrong to push that guy off the footbridge. Even if you stipulate that you can save more people's lives. And so anyone who is going to defend utilitarianism as a meta-morality--that is, a solution to the tragedy of common sense morality, as a moral system to adjudicate among competing tribal moral systems--if you are going to defend it in that way, as I do, you have to face up to these philosophical challenges: is it okay to kill on person to save five people in this kind of situation? So I spend a lot of the book trying to understand the psychology of cases like the footbridge case. And you mention these being kind of unrealistic and weird cases. That's actually part of my defense.

#### 5] Reducing existential risks is the top priority in any coherent moral theory

**Pummer, PhD, 15** (Theron, Philosophy @St. Andrews http://blog.practicalethics.ox.ac.uk/2015/05/moral-agreement-on-saving-the-world/)

There appears to be lot of disagreement in moral philosophy. Whether these many apparent disagreements are deep and irresolvable, I believe there is at least one thing it is reasonable to agree on right now, whatever general moral view we adopt: that it is very important to reduce the risk that all intelligent beings on this planet are eliminated by an enormous catastrophe, such as a nuclear war. How we might in fact try to reduce such existential risks is discussed elsewhere. My claim here is only that we – whether we’re consequentialists, deontologists, or virtue ethicists – should all agree that we should try to save the world. According to consequentialism, we should maximize the good, where this is taken to be the goodness, from an impartial perspective, of outcomes. Clearly one thing that makes an outcome good is that the people in it are doing well. There is little disagreement here. If the happiness or well-being of possible future people is just as important as that of people who already exist, and if they would have good lives, it is not hard to see how reducing existential risk is easily the most important thing in the whole world. This is for the familiar reason that there are so many people who could exist in the future – there are trillions upon trillions… upon trillions. There are so many possible future people that reducing existential risk is arguably the most important thing in the world, even if the well-being of these possible people were given only 0.001% as much weight as that of existing people. Even on a wholly person-affecting view – according to which there’s nothing (apart from effects on existing people) to be said in favor of creating happy people – the case for reducing existential risk is very strong. As noted in this seminal paper, this case is strengthened by the fact that there’s a good chance that many existing people will, with the aid of life-extension technology, live very long and very high quality lives. You might think what I have just argued applies to consequentialists only. There is a tendency to assume that, if an argument appeals to consequentialist considerations (the goodness of outcomes), it is irrelevant to non-consequentialists. But that is a huge mistake. Non-consequentialism is the view that there’s more that determines rightness than the goodness of consequences or outcomes; it is not the view that the latter don’t matter. Even John Rawls wrote, “All ethical doctrines worth our attention take consequences into account in judging rightness. One which did not would simply be irrational, crazy.” Minimally plausible versions of deontology and virtue ethics must be concerned in part with promoting the good, from an impartial point of view. They’d thus imply very strong reasons to reduce existential risk, at least when this doesn’t significantly involve doing harm to others or damaging one’s character. What’s even more surprising, perhaps, is that even if our own good (or that of those near and dear to us) has much greater weight than goodness from the impartial “point of view of the universe,” indeed even if the latter is entirely morally irrelevant, we may nonetheless have very strong reasons to reduce existential risk. Even egoism, the view that each agent should maximize her own good, might imply strong reasons to reduce existential risk.It will depend, among other things, on what one’s own good consists in. If well-being consisted in pleasure only, it is somewhat harder to argue that egoism would imply strong reasons to reduce existential risk – perhaps we could argue that one would maximize her expected hedonic well-being by funding life extension technology or by having herself cryogenically frozen at the time of her bodily death as well as giving money to reduce existential risk (so that there is a world for her to live in!). I am not sure, however, how strong the reasons to do this would be. But views which imply that, if I don’t care about other people, I have no or very little reason to help them are not even minimally plausible views (in addition to hedonistic egoism, I here have in mind views that imply that one has no reason to perform an act unless one actually desires to do that act). To be minimally plausible, egoism will need to be paired with a more sophisticated account of well-being. To see this, it is enough to consider, as Plato did, the possibility of a ring of invisibility – suppose that, while wearing it, Ayn could derive some pleasure by helping the poor, but instead could derive just a bit more by severely harming them. Hedonistic egoism would absurdly imply she should do the latter. To avoid this implication, egoists would need to build something like the meaningfulness of a life into well-being, in some robust way, where this would to a significant extent be a function of other-regarding concerns (see chapter 12 of this classic intro to ethics). But once these elements are included, we can (roughly, as above) argue that this sort of egoism will imply strong reasons to reduce existential risk. Add to all of this Samuel Scheffler’s recent intriguing arguments (quick podcast version available here) that most of what makes our lives go well would be undermined if there were no future generations of intelligent persons. On his view, my life would contain vastly less well-being if (say) a year after my death the world came to an end. So obviously if Scheffler were right I’d have very strong reason to reduce existential risk. We should also take into account moral uncertainty. What is it reasonable for one to do, when one is uncertain not (only) about the empirical facts, but also about the moral facts? I’ve just argued that there’s agreement among minimally plausible ethical views that we have strong reason to reduce existential risk – not only consequentialists, but also deontologists, virtue ethicists, and sophisticated egoists should agree. But even those (hedonistic egoists) who disagree should have a significant level of confidence that they are mistaken, and that one of the above views is correct. Even if they were 90% sure that their view is the correct one (and 10% sure that one of these other ones is correct), they would have pretty strong reason, from the standpoint of moral uncertainty, to reduce existential risk. Perhaps most disturbingly still, even if we are only 1% sure that the well-being of possible future people matters, it is at least arguable that, from the standpoint of moral uncertainty, reducing existential risk is the most important thing in the world. Again, this is largely for the reason that there are so many people who could exist in the future – there are trillions upon trillions… upon trillions. (For more on this and other related issues, see this excellent dissertation**).** Of course, it is uncertain whether these untold trillions would, in general, have good lives. It’s possible they’ll be miserable. It is enough for my claim that there is moral agreement in the relevant sense if, at least given certain empirical claims about what future lives would most likely be like, all minimally plausible moral views would converge on the conclusion that we should try to save the world. While there are some non-crazy views that place significantly greater moral weight on avoiding suffering than on promoting happiness, for reasons others have offered (and for independent reasons I won’t get into here unless requested to), they nonetheless seem to be fairly implausible views. And even if things did not go well for our ancestors, I am optimistic that they will overall go fantastically well for our descendants, if we allow them to. I suspect that most of us alive today – at least those of us not suffering from extreme illness or poverty – have lives that are well worth living, and that things will continue to improve. Derek Parfit, whose work has emphasized future generations as well as agreement in ethics, described our situation clearly and accurately: “We live during the hinge of history. Given the scientific and technological discoveries of the last two centuries, the world has never changed as fast. We shall soon have even greater powers to transform, not only our surroundings, but ourselves and our successors. If we act wisely in the next few centuries, humanity will survive its most dangerous and decisive period. Our descendants could, if necessary, go elsewhere, spreading through this galaxy…. Our descendants might, I believe, make the further future very good. But that good future may also depend in part on us. If our selfish recklessness ends human history, we would be acting very wrongly.” (From chapter 36 of On What Matters)

#### 6] No act-omission distinction for private entities – they need to manage limited resources and manage tradeoffs

#### 7] Reject consequentialism indicts

#### A] empirics prove governments and individuals make accurate predictions all the time

#### B] indicts are all reasons why consequentialism is imperfect and difficult, not a reason they’re impossible or bad

#### C] ALL phil cares about consequentialism, they use past causal events to determine the nature of reality and ethics

# CASE

### Framework - Top

#### Substitutability—only consequentialism explains necessary enablers.

Sinnott-Armstrong 92 [Walter, professor of practical ethics. “An Argument for Consequentialism” Dartmouth College Philosophical Perspectives. 1992.]

A moral reason to do an act is consequential if and only if the reason depends only on the consequences of either doing the act or not doing the act. For example, a moral reason not to hit someone is that this will hurt her or him. A moral reason to turn your car to the left might be that, if you do not do so, you will run over and kill someone. A moral reason to feed a starving child is that the child will lose important mental or physical abilities if you do not feed it. All such reasons are consequential reasons. All other moral reasons are non-consequential. Thus, a moral reason to do an act is non-consequential if and only if the reason depends even partly on some property that the act has independently of its consequences. For example, an act can be a lie regardless of what happens as a result of the lie (since some lies are not believed), and some moral theories claim that that property of being a lie provides amoral reason not to tell a lie regardless of the consequences of this lie. Similarly, the fact that an act fulfills a promise is often seen as a moral reason to do the act, even though the act has that property of fulfilling a promise independently ofits consequences. All such moral reasons are non-consequential. In order to avoid so many negations, I will also call them 'deontological'. This distinction would not make sense if we did not restrict the notion of consequences. If I promise to mow the lawn, then one consequence of my mowing might seem to be that my promise is fulfilled. One way to avoid this problem is to specify that the consequences of an act must be distinct from the act itself. My act of fulfilling my promise and my act of mowing are not distinct, because they are done by the same bodily movements.10 Thus, my fulfilling my promise is not a consequence of my mowing. A consequence of an act need not be later in time than the act, since causation can be simultaneous, but the consequence must at least be different from the act. Even with this clarification, it is still hard to classify some moral reasons as consequential or deontological,11 but I will stick to examples that are clear. In accordance with this distinction between kinds of moral reasons, I can now distinguish different kinds of moral theories. I will say that a moral theory is consequentialist if and only if it implies that all basic moral reasons are consequential. A moral theory is then non-consequentialist or deontological if it includes any basic moral reasons which are not consequential. 5. Against Deontology So defined, the class of deontological moral theories is very large and diverse. This makes it hard to say anything in general about it. Nonetheless, I will argue that no deontological moral theory can explain why moral substitutability holds. My argument applies to all deontological theories because it depends only on what is common to them all, namely, the claim that some basic moral reasons are not consequential. Some deontological theories allow very many weighty moral reasons that are consequential, and these theories might be able to explain why moral substitutability holds for some of their moral reasons: the consequential ones. But even these theories cannot explain why moral substitutability holds for all moral reasons, including the non-consequential reasons that make the theory deontological. The failure of deontological moral theories to explain moral substitutability in the very cases that make them deontological is a reason to reject all deontological moral theories. I cannot discuss every deontological moral theory, so I will discuss only a few paradigm examples and show why they cannot explain moral substitutability. After this, I will argue that similar problems are bound to arise for all other deontological theories by their very nature. The simplest deontological theory is the pluralistic intuitionism of Prichard and Ross. Ross writes that, when someone promises to do something, 'This we consider obligatory in its own nature, just because it is a fulfillment of a promise, and not because of its consequences.'12 Such deontologists claim in effect that, if I promise to mow the grass, there is a moral reason for me to mow the grass, and this moral reason is constituted by the fact that mowing the grass fulfills my promise. This reason exists regardless of the consequences of mowing the grass, even though it might be overridden by certain bad consequences. However, if this is why I have a moral reason to mow the grass, then, even if I cannot mow the grass without starting my mower, and starting the mower would enable me to mow the grass, it still would not follow that I have any moral reason to start my mower, since I did not promise to start my mower, and starting my mower does not fulfill my promise. Thus, a moral theory cannot explain moral substitutability if it claims that properties like this provide moral reasons.

#### 1. Collapses to consequentialism-

#### A. Obligation of active participation.

Joppová, 18 -- University of Prešov (Slovakia) [Michaela Petrufová Joppová, “Spinozian consequentialism of ethics of social consequences,” Ethics & Bioethics (in Central Europe), 2018, 8 (1–2), 41–50, DOI:10.2478/ebce-2018-0008, accessed 4-23-2019]

In a Spinozian view of morality and human life, it is necessary for a moral agent to actively participate in the world in order to make it more perfect, and thus also be more perfect. Actively participating in the human way means being helpful and useful to others by being guided by reason, and educating others that they live well and true to their essence only when they live under the sway of their own reason (Spinoza, 2002a, p. 359). Rational obligation of active participation is also present in ethics of social consequences, for example in the form of the value of (human) dignity, which, according to Júlia Polomská, motivates and obliges the moral agent to be active and to strive for good, and to act in accordance with moral requirements valid in society (Polomská, 2018, p. 145). In both theories, such obligations are prescriptive only to those who are rational.

#### B. Harmonious power relations.

Campos, 15 -- New University of Lisbon, Portugal [André Santos Campos, Spinoza and Law, Routledge: London and New York, 2015]

There can be little doubt that, as far as ordinary morality is concerned, there is a strong, even though rarely acknowledged, utilitarian strain in Spinoza's moral thought. 74 Crudely summarized, the argument is that, given the fact that we are naturally inclined to increase our power, the best way to achieve this is to live in harmony with our fellow men — indeed, in its basic form it amounts to the claim that if people work together (concordia) they deploy more power than if all work for themselves and against each other. Whether in this way Spinoza manages to construct a valid moral theory remains to be seen. I assume that it is exposed to the same criticism as all utilitarian theories. More particularly, I fail to see how Spinoza's peculiar version of utilitarianism could yield an obligation (or if one prefers a universal advice) to extend benevolence to all men, given the fact that to combine a maximum of power with a minimum of effort, it may be enough to live in harmony with one's immediate environment, especially if this consists of a small but exquisite band of robbers. Again, moral duties do not entail natural rights anyway, so a separate discussion of the possibility of constructing a consequentialist or utilitarian theory of rights on the basis of Spinoza's premises remains indicated.

#### C. Political philosophy always contains a teleology.

Newsom, 9 [William Austin Newsom, “Spinoza’s Political Philosophy: An Unrecognized Consequentialism,” Maryland College, Spring 2009, accessed 4-23-2019]

Spinoza advocates two positions often associated with liberalism: freedom of thought and a limited freedom of speech. His reasons for doing so, however, have much less to do with the principled defense of the rights of man than they do with a pragmatic assessment of what is necessary for a successful state and society. The determining consideration in Spinoza’s political thought is not a principled humanism. Rather, it is a practical consequentialism, an overarching concern for what will work in a real human society. This is why he is so emphatic in criticizing other philosophers for having failed to “conceive a theory of politics, which could be turned to use.” 273

It is now time to return to the question of teleology in Spinoza’s political philosophy. He clearly rejects the all notions of teleology in metaphysics, but a complete rejection of teleology in a political philosophy is not a coherent position. After all, why would anyone bother formulating a conception of the state at all without seeing it as serving a larger purpose or end? Also, Spinoza’s pragmatic consequentialism must lead to some goal, for a consequentialist theory that wholly lacks one is aimless in that it lacks anything to aim for (there are no standards by which to judge the consequences of the choices made in the theory itself). This leads to the question: what is the ultimate goal for the state in Spinoza’s political philosophy?

2. Starting from a theory of power fails to meaningfully unify it with a theory of rights- just cause the government has the power to enforce the law doesn’t mean it has the *right* to do so and they can’t explain why it would.