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## 1

#### The standard is maximizing expected well-being. Prefer it:

#### [1] Util is a lexical pre-requisite to any other framework-threats to bodily security and life preclude the ability for moral actors to effectively utilize and act upon other moral theories since they are in a constant state of crisis that inhibit the ideal moral conditions which other theories presuppose – so, util comes first and my offense outweighs theirs under their own framework.

#### [2] Pleasure and pain are the starting point for moral reasoning—they’re our most baseline desires and the only things that explain the intrinsic value of objects or actions

Moen 16, Ole Martin (PhD, Research Fellow in Philosophy at University of Oslo). "An Argument for Hedonism." Journal of Value Inquiry 50.2 (2016): 267.

Let us start by observing, empirically, that **a widely shared judgment about intrinsic value** and disvalue **is that pleasure is intrinsically valuable and pain is intrinsically disvaluable**. On virtually any proposed list of intrinsic values and disvalues (we will look at some of them below), pleasure is included among the intrinsic values and pain among the intrinsic disvalues. This inclusion makes intuitive sense, moreover, for **there is something undeniably good about the way pleasure feels and something undeniably bad about the way pain feels**, and neither the goodness of pleasure nor the badness of pain seems to be exhausted by the further effects that these experiences might have. “Pleasure” and “pain” **are** here **understood inclusively**, as encompassing anything hedonically positive and anything hedonically negative. 2 The special value statuses of pleasure and pain are manifested in how we treat these experiences in our everyday reasoning about values. If you tell me that you are heading for the convenience store**, I might ask: “What for**?” This is a reasonable question, for when you go to the convenience store you usually do so, not merely for the sake of going to the convenience store, but for the sake of achieving something further that you deem to be valuable. You might answer, for example: “To buy soda.” This answer makes sense, for soda is a nice thing and you can get it at the convenience store. I might further inquire, however: “What is buying the soda good for?” This further question can also be a reasonable one, for it need not be obvious why you want the soda. You might answer: “Well, I want it for the pleasure of drinking it.” If I then proceed by asking “But what is the pleasure of drinking the soda good for?” the discussion is likely to reach an awkward end. **The reason is that the pleasure is not good for anything further; it is simply that for which going to the convenience store and buying the soda is good**. 3 As Aristotle observes: “**We never ask** [a man] **what** his **end is in being pleased, because we assume that pleasure is choice worthy in itself**.”4 Presumably, a similar story can be told in the case of pains, for if someone says “This is painful!” we never respond by asking: “And why is that a problem?” We take for granted that **if something is painful, we have a sufficient explanation of why it is bad**. If we are onto something in our everyday reasoning about values, it seems that **pleasure and pain are both places where we reach the end of the line in matters of value**. Although **pleasure and pain thus seem to be good candidates for intrinsic value and disvalue**, several objections have been raised against this suggestion: (1) that pleasure and pain have instrumental but not intrinsic value/disvalue; (2) that pleasure and pain gain their value/disvalue derivatively, in virtue of satisfying/frustrating our desires; (3) that there is a subset of pleasures that are not intrinsically valuable (so-called “evil pleasures”) and a subset of pains that are not intrinsically disvaluable (so-called “noble pains”), and (4) that pain asymbolia, masochism, and practices such as wiggling a loose tooth render it implausible that pain is intrinsically disvaluable. I shall argue that these objections fail. Though it is, of course, an open question whether other objections to P1 might be more successful, I shall assume that if (1)–(4) fail, we are justified in believing that P1 is true itself a paragon of freedom—there will always be some agents able to interfere substantially with one’s choices. The effective level of protection one enjoys, and hence one’s actual degree of freedom, will vary according to multiple factors: how powerful one is, how powerful individuals in one’s vicinity are, how frequent police patrols are, and so on. Now, we saw above that what makes a slave unfree on Pettit’s view is the fact that his master has the power to interfere arbitrarily with his choices; in other words, what makes the slave unfree is the power relation that obtains between his master and him. The difﬁculty is that, in light of the facts I just mentioned, there is no reason to think that this power relation will be unique. A similar relation could obtain between the master and someone other than the slave: absent perfect state control, the master may very well have enough power to interfere in the lives of countless individuals. Yet it would be wrong to infer that these individuals lack freedom in the way the slave does; if they lack anything, it seems to be security. A problematic power relation can also obtain between the slave and someone other than the master, since there may be citizens who are more powerful than the master and who can therefore interfere with the slave’s choices at their discretion. Once again, it would be wrong to infer that these individuals make the slave unfree in the same way that the master does. Something appears to be missing from Pettit’s view. If I live in a particularly nasty part of town, then it may turn out that, when all the relevant factors are taken into account, I am just as vulnerable to outside interference as are the slaves in the royal palace, yet it does not follow that our conditions are equivalent from the point of view of freedom. As a matter of fact, we may be equally vulnerable to outside interference, but as a matter of right, our standings could not be more different. I have legal recourse against anyone who interferes with my freedom; the recourse may not be very effective—presumably it is not, if my overall vulnerability to outside interference is comparable to that of a slave— but I still have full legal standing.68 By contrast, the slave lacks legal recourse against the interventions of one speciﬁc individual: his master. It is that fact, on a Kantian view—a fact about the legal relation in which a slave stands to his master—that sets slaves apart from freemen. The point may appear trivial, but it does get something right: whereas one cannot identify a power relation that obtains uniquely between a slave and his master, the legal relation between them is undeniably unique. A master’s right to interfere with respect to his slave does not extend to freemen, regardless of how vulnerable they might be as a matter of fact, and citizens other than the master do not have the right to order the slave around, regardless of how powerful they might be. This suggests that Kant is correct in thinking that the ideal of freedom is essentially linked to a person’s having full legal standing. More speciﬁcally, he is correct in holding that the importance of rights is not exhausted by their contribution to the level of protection that an individual enjoys, as it must be on an instrumental view like Pettit’s. Although it does matter that rights be enforced with reasonable effectiveness, the sheer fact that one has adequate legal rights is essential to one’s standing as a free citizen. In this respect, Kant stays faithful to the idea that freedom is primarily a matter of standing—a standing that the freeman has and that the slave lacks. Pettit himself frequently insists on the idea, but he fails to do it justice when he claims that freedom is simply a matter of being adequately (and reliably) shielded against the strength of others. As Kant recognizes, the standing of a free citizen is a more complex matter than that. One could perhaps worry that the idea of legal standing is something of a red herring here—that it must ultimately be reducible to a complex network of power relations and, hence, that the position I attribute to Kant differs only nominally from Pettit’s. That seems to me doubtful. Viewing legal standing as essential to freedom makes sense only if our conception of the former includes conceptions of what constitutes a fully adequate scheme of legal rights, appropriate legal recourse, justiﬁed punishment, and so on. Only if one believes that these notions all boil down to power relations will Kant’s position appear similar to Pettit’s. On any other view—and certainly that includes most views recently defended by philosophers—the notion of legal standing will outstrip the power relations that ground Pettit’s theory.

#### [3] Ethical frameworks must be theoretically legitimate. Any standard is an interpretation of the words of the resolution-thus framework is functionally a topicality argument about how to define the terms of the resolution. My framework interprets ought as maximizing happiness. Prefer this definition:

#### [A] Ground: Both debaters are guaranteed access to ground to engage under util – ie Aff gets plans and advantages, while Neg gets disads and counterplans. Additionally, anything can function as a util impact as long as an external benefit is articulated, so all your offense applies. Other frameworks deny 1 side the ability to engage the other on both the impact and link level. Their framework is exclusive – setcol literature is aff-biased and kills engagement which link turns their discourse offense.

#### [4] Extinction outweighs

Pummer 15 [Theron, Junior Research Fellow in Philosophy at St. Anne's College, University of Oxford. “Moral Agreement on Saving the World” Practical Ethics, University of Oxford. May 18, 2015] AT

There appears to be lot of disagreement in moral philosophy. Whether these many apparent disagreements are deep and irresolvable, I believe there is at least one thing it is reasonable to agree on right now, whatever general moral view we adopt: that it is very important to reduce the risk that all intelligent beings on this planet are eliminated by an enormous catastrophe, such as a nuclear war. How we might in fact try to reduce such existential risks is discussed elsewhere. My claim here is only that we – whether we’re consequentialists, deontologists, or virtue ethicists – should all agree that we should try to save the world. According to consequentialism, we should maximize the good, where this is taken to be the goodness, from an impartial perspective, of outcomes. Clearly one thing that makes an outcome good is that the people in it are doing well. There is little disagreement here. If the happiness or well-being of possible future people is just as important as that of people who already exist, and if they would have good lives, it is not hard to see how reducing existential risk is easily the most important thing in the whole world. This is for the familiar reason that there are so many people who could exist in the future – there are trillions upon trillions… upon trillions. There are so many possible future people that reducing existential risk is arguably the most important thing in the world, even if the well-being of these possible people were given only 0.001% as much weight as that of existing people. Even on a wholly person-affecting view – according to which there’s nothing (apart from effects on existing people) to be said in favor of creating happy people – the case for reducing existential risk is very strong. As noted in this seminal paper, this case is strengthened by the fact that there’s a good chance that many existing people will, with the aid of life-extension technology, live very long and very high quality lives. You might think what I have just argued applies to consequentialists only. There is a tendency to assume that, if an argument appeals to consequentialist considerations (the goodness of outcomes), it is irrelevant to non-consequentialists. But that is a huge mistake. Non-consequentialism is the view that there’s more that determines rightness than the goodness of consequences or outcomes; it is not the view that the latter don’t matter. Even John Rawls wrote, “All ethical doctrines worth our attention take consequences into account in judging rightness. One which did not would simply be irrational, crazy.” Minimally plausible versions of deontology and virtue ethics must be concerned in part with promoting the good, from an impartial point of view. They’d thus imply very strong reasons to reduce existential risk, at least when this doesn’t significantly involve doing harm to others or damaging one’s character. What’s even more surprising, perhaps, is that even if our own good (or that of those near and dear to us) has much greater weight than goodness from the impartial “point of view of the universe,” indeed even if the latter is entirely morally irrelevant, we may nonetheless have very strong reasons to reduce existential risk. Even egoism, the view that each agent should maximize her own good, might imply strong reasons to reduce existential risk. It will depend, among other things, on what one’s own good consists in. If well-being consisted in pleasure only, it is somewhat harder to argue that egoism would imply strong reasons to reduce existential risk – perhaps we could argue that one would maximize her expected hedonic well-being by funding life extension technology or by having herself cryogenically frozen at the time of her bodily death as well as giving money to reduce existential risk (so that there is a world for her to live in!). I am not sure, however, how strong the reasons to do this would be. But views which imply that, if I don’t care about other people, I have no or very little reason to help them are not even minimally plausible views (in addition to hedonistic egoism, I here have in mind views that imply that one has no reason to perform an act unless one actually desires to do that act). To be minimally plausible, egoism will need to be paired with a more sophisticated account of well-being. To see this, it is enough to consider, as Plato did, the possibility of a ring of invisibility – suppose that, while wearing it, Ayn could derive some pleasure by helping the poor, but instead could derive just a bit more by severely harming them. Hedonistic egoism would absurdly imply she should do the latter. To avoid this implication, egoists would need to build something like the meaningfulness of a life into well-being, in some robust way, where this would to a significant extent be a function of other-regarding concerns (see chapter 12 of this classic intro to ethics). But once these elements are included, we can (roughly, as above) argue that this sort of egoism will imply strong reasons to reduce existential risk. Add to all of this Samuel Scheffler’s recent intriguing arguments (quick podcast version available here) that most of what makes our lives go well would be undermined if there were no future generations of intelligent persons. On his view, my life would contain vastly less well-being if (say) a year after my death the world came to an end. So obviously if Scheffler were right I’d have very strong reason to reduce existential risk. We should also take into account moral uncertainty. What is it reasonable for one to do, when one is uncertain not (only) about the empirical facts, but also about the moral facts? I’ve just argued that there’s agreement among minimally plausible ethical views that we have strong reason to reduce existential risk – not only consequentialists, but also deontologists, virtue ethicists, and sophisticated egoists should agree. But even those (hedonistic egoists) who disagree should have a significant level of confidence that they are mistaken, and that one of the above views is correct. Even if they were 90% sure that their view is the correct one (and 10% sure that one of these other ones is correct), they would have pretty strong reason, from the standpoint of moral uncertainty, to reduce existential risk. Perhaps most disturbingly still, even if we are only 1% sure that the well-being of possible future people matters, it is at least arguable that, from the standpoint of moral uncertainty, reducing existential risk is the most important thing in the world. Again, this is largely for the reason that there are so many people who could exist in the future – there are trillions upon trillions… upon trillions. (For more on this and other related issues, see this excellent dissertation). Of course, it is uncertain whether these untold trillions would, in general, have good lives. It’s possible they’ll be miserable. It is enough for my claim that there is moral agreement in the relevant sense if, at least given certain empirical claims about what future lives would most likely be like, all minimally plausible moral views would converge on the conclusion that we should try to save the world. While there are some non-crazy views that place significantly greater moral weight on avoiding suffering than on promoting happiness, for reasons others have offered (and for independent reasons I won’t get into here unless requested to), they nonetheless seem to be fairly implausible views. And even if things did not go well for our ancestors, I am optimistic that they will overall go fantastically well for our descendants, if we allow them to. I suspect that most of us alive today – at least those of us not suffering from extreme illness or poverty – have lives that are well worth living, and that things will continue to improve. Derek Parfit, whose work has emphasized future generations as well as agreement in ethics, described our situation clearly and accurately: “We live during the hinge of history. Given the scientific and technological discoveries of the last two centuries, the world has never changed as fast. We shall soon have even greater powers to transform, not only our surroundings, but ourselves and our successors. If we act wisely in the next few centuries, humanity will survive its most dangerous and decisive period. Our descendants could, if necessary, go elsewhere, spreading through this galaxy…. Our descendants might, I believe, make the further future very good. But that good future may also depend in part on us. If our selfish recklessness ends human history, we would be acting very wrongly.” (From chapter 36 of On What Matters)

## 2

#### Pharma innovation high now – monetary incentive is the biggest factor.

**Swagel 21** Phillip L. Swagel, Director of the Congressional budget office 4-xx-2021, "Research and Development in the Pharmaceutical Industry," Congressional Budget Office, <https://www.cbo.goc/publication/57126#_idTextAnchor020> SJ//DA

**Every year, the U.S. pharmaceutical industry develops a variety of new drugs that provide valuable medical benefits. Many of those drugs are expensive and contribute to rising health care costs for the private sector and the federal government. Policymakers have considered policies that would lower drug prices and reduce federal drug expenditures. Such policies would probably reduce the industry’s incentive to develop new drugs.** In this report, the Congressional Budget Office assesses trends in spending for drug research and development (R&D) and the introduction of new drugs. CBO also examines factors that determine how much drug companies spend on R&D: expected global revenues from a new drug; cost to develop a new drug; and federal policies that affect the demand for drug therapies, the supply of new drugs, or both. What Are Recent Trends in Pharmaceutical R&D and New Drug Approvals? T**he pharmaceutical industry devoted $83 billion to R&D expenditures in 2019. Those expenditures covered a variety of activities, including discovering and testing new drugs, developing incremental innovations such as product extensions, and clinical testing for safety-monitoring or marketing purposes. That amount is about 10 times what the industry spent per year in the 1980s, after adjusting for the effects of inflation.** The share of revenues that drug companies devote to R&D has also grown: **On average, pharmaceutical companies spent about one-quarter of their revenues (net of expenses and buyer rebates) on R&D expenses** in 2019, which is **almost twice as large a share of revenues as they spent in 2000.** That revenue share is larger than that for other knowledge-based industries, such as semiconductors, technology hardware, and software. The number of new drugs approved each year has also grown over the past decade. On averace, the Food and Drug Administration (FDA) approved 38 new drugs per year from 2010 through 2019 (with a peak of 59 in 2018), which is 60 percent more than the yearly average over the previous decade. **Many of the drugs that have been approved in recent years are “specialty drugs.” Specialty drugs generally treat chronic, complex, or rare conditions, and they may also require special handling or monitoring of patients**. Many specialty drugs are biologics (large-molecule drugs based on living cell lines), **which are costly to develop, hard to imitate, and frequently have high prices.** Previously, most drugs were small-molecule drugs based on chemical compounds. Even while they were under patent, those drugs had lower prices than recent specialty drugs have. Information about the kinds of drugs in current clinical trials indicates that much of the industry’s innovative activity is focused on specialty drugs that would provide new cancer therapies and treatments for nervous-system disorders, such as Alzheimer’s disease and Parkinson’s disease. **What Factors Influence Spending for R&D?** Drug companies’ R&D spending decisions depend on three main factors: Anticipated lifetime global revenues from a new drug, **Expected costs to develop a new drug**, and Policies and programs that influence the supply of and demand for prescription drugs. Various considerations inform companies’ expectations about a drug’s revenue stream, including the anticipated prices it could command in different markets around the world and the expected global sales volume at those prices (given the number of people who might use the drug). The prices and sales volumes of existing drugs provide information about consumers’ and insurance plans’ willingness to pay for drug treatments. Importantly, when drug companies set the prices of a new drug, they do so to maximize future revenues net of manufacturing and distribution costs. A drug’s sunk R&D costs—that is, the costs already incurred in developing that drug—do not influence its price. **Developing new drugs is a costly and uncertain process, and many potential drugs never make it to market. Only about 12 percent of drugs entering clinical trials are ultimately approved for introduction by the FDA. In recent studies, estimates of the average R&D cost per new drug range from less than $1 billion to more than $2 billion per drug**. Those estimates include the costs of both laboratory research and clinical trials of successful new drugs as well as expenditures on drugs that do not make it past the laboratory-development stage, that enter clinical trials but fail in those trials or are withdrawn by the drugmaker for business reasons, or that are not approved by the FDA. Those estimates also include the company’s capital costs—the value of other forgone investments—incurred during the R&D process. Such costs can make up a substantial share of the average total cost of developing a new drug. The development process often takes a decade or more, and during that time the company does not receive a financial return on its investment in developing that drug. The federal government affects R&D decisions in three ways. First, it increases demand for prescription drugs, which encourages new drug development, by fully or partially subsidizing the purchase of prescription drugs through a variety of federal programs (including Medicare and Medicaid) and by providing tax preferences for employment-based health insurance. Second, the federal government increases the supply of new drugs. It funds basic biomedical research that provides a scientific foundation for the development of new drugs by private industry. Additionally, tax credits—both those available to all types of companies and those available to drug companies for developing treatmentscof uncommon diseases—provide incentives to invest in R&D. Similarly, deductions for R&D investment can be used to reduce tax liabilities immediately rather than over the life of that investment. Finally, the patent system and certain statutory provisions that delay FDA approval of generic drugs provide pharmaceutical companies with a period of market exclusivity, when competition is legally restricted. During that time, they can maintain higher prices on a patented product than they otherwise could, which makes new drugs more profitable and thereby increases drug companies’ incentives to invest in R&D. Third, some federal policies affect the number of new drugs by influencing both demand and supply. For example, federal recommendations for specific vaccines increase the demand for those vaccines and provide an incentive for drug companies to develop new ones. Additionally, federal regulatory policies that influence returns on drug R&D can bring about increases or decreases in both the supply of and demand for new drugs. Trends in R&D Spending and New Drug Development Private spending on pharmaceutical R&D and the approval of new drugs have both increased markedly in recent years, resuming a decades-long trend that was interrupted in 2008 as generic versions of some top-selling drugs became available and as the 2007–2009 recession occurred. **In particular, spending on drug R&D increased by nearly 50 percent between 2015 and 2019.** Many of the drugs approved in recent years are high-priced specialty drugs for relatively small numbers of potential patients. By contrast, the top-selling drugs of the 1990s were lower-cost drugs with large patient populations. R&D Spending R&D spending in the pharmaceutical industry covers a variety of activities, including the following: Invention, or research and discovery of new drugs; Development, or clinical testing, preparation and submission of applications for FDA approval, and design of production processes for new drugs; Incremental innovation, including the development of new dosages and delivery mechanisms for existing drugs and the testing of those drugs for additional indications; Product differentiation, or the clinical testing of a new drug against an existing rival drug to show that the new drug is superior; and Safety monitoring, or clinical trials (conducted after a drug has reached the market) that the FDA may require to detect side effects that may not have been observed in shorter trials when the drug was in development. In real terms**, private investment in drug R&D among member firms of the Pharmaceutical Research and Manufacturers of America (PhRMA), an industry trade association, was about $83 billion in 2019, up from about $5 billion in 1980 and $38 billion in 2000**.1 Although those spending totals do not include spending by many smaller drug companies that do not belong to PhRMA, the trend is broadly representative of R&D spending by the industry as a whole.2 A survey of all U.S. pharmaceutical R&D spending (including that of smaller firms) by the National Science Foundation (NSF) reveals similar trends.3 Although total R&D spending by all drug companies has trended upward, small and large firms generally focus on different R&D activities. **Small companies not in PhRMA devote a greater share of their research to developing and testing new drugs,** many of which are ultimately sold to larger firms (see Box 1). By contrast, a greater portion of the R&D spending of larger drug companies (including those in PhRMA) is devoted to conducting clinical trials, developing incremental “line extension” improvements (such as new dosages or delivery systems, or new combinations of two or more existing drugs), and conducting postapproval testing for safety-monitoring or marketing purposes.

#### The aff crushes innovation in the pharma sector---incentivizes them to focus on non-important issues.

Glassman 21 [Amanda; 5/6/21; Executive vice president and a senior fellow at the Center for Global Development, a nonpartisan, nonprofit think tank in Washington and London; “*Big Pharma Is Not the Tobacco Industry*,” Barron, <https://www.barrons.com/articles/big-pharma-is-not-the-tobacco-industry-51620315693>] Justin

But here is the crux of the problem: The pharmaceutical industry is not the tobacco industry. They are not merchants of death. The companies are amoral and exist to make money, but their business is not fundamentally immoral. Big Pharma (mostly) develops and sells products that people need to survive and thrive. Their products improve health and welfare. Fights over access to medicines are possible because medicines exist in the first place—medicines that were usually developed by Big Pharma. And yes, the pharmaceutical industry benefits from public subsidy and publicly financed foundational research. But the companies also put their own capital at risk to develop new products, some of which offer enormous public benefits. In fact, several of them did just that in the pandemic: invested their own money to develop patented manufacturing technologies in record time. Those technologies are literally saving the world right now. Public funding supported research and development, but companies also brought their own proprietary ingenuity and private investments to bear toward solving the world’s singular, collective challenge. Their reward should be astronomical given the insane scale of the health and economic benefits these highly efficacious vaccines produce every day. Market incentives sent a clear signal that further needed innovation—greater efficacy, single doses, more-rapid manufacturing, updated formulations, fast boosters, and others—would be richly rewarded. Market incentives could also have been used to lubricate supply lines and buy vaccines on behalf of the entire world; with enough money, incredible things can happen. But activist lobbying to waive patents—a move the Biden administration endorsed yesterday—sends exactly the opposite signal. It says that the most important, valuable innovations will be penalized, not rewarded. It tells innovators, don’t bother attacking the most important global problems; instead, throw your investment dollars at the next treatment for erectile disfunction, which will surely earn you a steady return with far less agita. It is worth going back to first principles. What problem are we trying to solve? We have highly efficacious vaccines that we would like to get out to the entire world as quickly as possible to minimize, preventable disease and deaths address atrocious inequities, and enable the reopening of society, trade, and commerce. Hundreds of millions of people have been plunged into poverty over the past year; in the developing world, the pandemic is just getting started. What is the quickest way to get this done? Vaccine manufacturing is not just a recipe; if you attack and undermine the companies that have the know-how, do you really expect they’ll be eager to help you set up manufacturing elsewhere? Is the plan to march into Pfizer and force its staff to redeploy to Costa Rica to build a new factory? Do the U.S. administration or activists care that this decision could take years to negotiate at the World Trade Organization, and will likely be litigated for years thereafter? Does it make sense to eliminate the incentive for private companies to invest in vaccine R&D or in the response to the next health emergency? And if the patent waiver is only temporary and building a factory takes months or years, will anyone bother to do so, even if they could? No, none of it makes sense. Worse still, we could solve the policy problem more easily by harnessing market incentives for the global good by ponying up cash to vaccinate the entire world. No confiscation necessary.

#### Pharma Innovation prevents Extinction – checks new diseases.

Engelhardt 8, H. Tristram. Innovation and the pharmaceutical industry: critical reflections on the virtues of profit. M & M Scrivener Press, 2008 (doctorate in philosophy (University of Texas at Austin), M.D. (Tulane University), professor of philosophy (Rice University), and professor emeritus at Baylor College of Medicine)

Many are suspicious of, or indeed jealous of, the good fortune of others. Even when profit is gained in the market without fraud and with the consent of all buying and selling goods and services, there is a sense on the part of some that something is wrong if considerable profit is secured. There is even a sense that good fortune in the market, especially if it is very good fortune, is unfair. One might think of such rhetorically disparaging terms as "wind-fall profits". There is also a suspicion of the pursuit of profit because it is often embraced not just because of the material benefits it sought, but because of the hierarchical satisfaction of being more affluent than others. The pursuit of profit in the pharmaceutical and medical-device industries is tor many in particular morally dubious because it is acquired from those who have the bad fortune to be diseased or disabled. Although the suspicion of profit is not well-founded, this suspicion is a major moral and public-policy challenge. Profit in the market for the pharmaceutical and medical-device industries is to be celebrated. This is the case, in that if one is of the view (1) that the presence of additional resources for research and development spurs innovation in the development of pharmaceuticals and med-ical devices (i.e., if one is of the view that the allure of **profit is one of the most effective ways not only to acquire resources but productively to direct human energies** in their use), (2) that given the limits of altruism and of the willingness of persons to be taxed, the possibility of profits is necessary to secure such resources, (3) that the allure of profits also tends to enhance the creative use of available resources in the pursuit of phar-maceutical and medical-device innovation, and (4) if one judges it to be the case that such innovation is both necessary to maintain the human species in an ever-changing and always dangerous environment in which new microbial and other threats may at any time emerge to threaten human well-being, if not survival (i.e., that such innovation is necessary to prevent increases in morbidity and mortality risks), as well as (5) in order generally to decrease morbidity and mortality risks in the future, it then follows (6) that one should be concerned regarding any policies that decrease the amount of resources and energies available to encourage such innovation. One should indeed be of the view that the possibilities for profit, all things being equal, should be highest in the pharmaceutical and medical-device industries. Yet, there is a suspicion regarding the pursuit of profit in medicine and especially in the pharmaceutical and medical-device industries.

#### Pharma spills-over – has cascading global impacts that are necessary for human survival.

NAS 8 National Academy of Sciences 12-3-2008 “The Role of the Life Sciences in Transforming America's Future Summary of a Workshop” //Re-cut by Elmer

Fostering Industries to Counter Global Problems The life sciences have applications in areas that range far beyond human health. Life-science based approaches could **contribute to advances in** many industries, from energy production and pollution remediation, to clean manufacturing and the production of new biologically inspired materials. In fact, biological systems could provide the basis for new products, services and industries that we cannot yet imagine. Microbes are already producing biofuels and could, through further research, provide a major component of future energy supplies. Marine and terrestrial organisms extract carbon dioxide from the atmosphere, which suggests that biological systems could be used to help manage climate change. Study of the complex systems encountered in biology is decade, it is really just the beginning.” Advances in the underlying science of plant and animal breeding have been just as dramatic as the advances in genetic can put down a band of fertilizer, come back six months later, and plant seeds exactly on that row, reducing the need for fertilizer, pesticides, and other agricultural inputs. Fraley said that the global agricultural system needs to adopt the goal of doubling the current yield of **crops while reducing key inputs like pesticides, fertilizers, and water** by one third. “It is more important than putting a man on the moon,” he said. Doubling agricultural yields would “change the world.” Another billion people will join the middle class over the next decade just in India and China as economies continue to grow. And all people need and deserve secure access to food supplies. Continued progress will require both basic and applied research, The evolution of life “put earth under new management,” Collins said. Understanding the future state of the planet will require understanding the biological systems that have shaped the planet. Many of these biological systems are found in the oceans, which cover 70 percent of the earth’s surface and have a crucial impact on weather, climate, and the composition of the atmosphere. In the past decade, new tools have become available to explore the microbial processes that drive the **chemistry of the oceans**, observed David Kingsbury, Chief Program Officer for Science at the Gordon and Betty Moore Foundation. These technologies have revealed that a large proportion of the planet’s genetic diversity resides in the oceans. In addition, many organisms in the oceans readily exchange genes, creating evolutionary forces that can have global effects. The oceans are currently under great stress, Kingsbury pointed out. Nutrient runoff from agriculture is helping to create huge and expanding “dead zones” where oxygen levels are too low to sustain life. Toxic algal blooms are occurring with higher frequency in areas where they have not been seen in the past. Exploitation of ocean resources is disrupting ecological balances that have formed over many millions of years. Human-induced changes in the chemistry of the atmosphere are changing the chemistry of the oceans, with potentially catastrophic consequences. “If we are not careful, we are not going to have a sustainable planet to live on,” said Kingsbury. Only by understanding the basic biological processes at work in the oceans can humans live sustainably on earth.

## 3

#### [1] Apocalyptic images challenge dominant power structures to create futures of social justice

Jessica Hurley 17, Assistant Professor in the Humanities at the University of Chicago, “Impossible Futures: Fictions of Risk in the Longue Durée”, Duke University Press, https://read.dukeupress.edu/american-literature/article/89/4/761/132823/Impossible-Futures-Fictions-of-Risk-in-the-Longue

If contemporary ecocriticism has a shared premise about environmental risk it is that genre is the key to both perceiving and, possibly, correcting ecological crisis. Frederick Buell’s 2003 From Apocalypse to Way of Life: Environmental Crisis in the American Century has established one of the most central oppositions of this paradigm. As his title suggests, Buell tells the story of a discourse that began in the apocalyptic mode in the 1960s and 70s, when discussions of “the immanent end of nature” most commonly took the form of “prophecy, revelation, climax, and extermination” before turning away from apocalypse when the prophesied ends failed to arrive (112, 78). Buell offers his suggestion for the appropriate literary mode for life lived within a crisis that is both unceasing and inescapable: new voices, “if wise enough….will abandon apocalypse for a sadder realism that looks closely at social and environmental changes in process and recognizes crisis as a place where people dwell” (202-3). In a world of threat, Buell demands a realism that might help us see risks more clearly and aid our survival.¶ Buell’s argument has become a broadly held view in contemporary risk theory and ecocriticism, overlapping fields in the social sciences and humanities that address the foundational question of second modernity: “how do you live when you are at such risk?” (Woodward 2009, 205).1 Such an assertion, however, assumes both that realism is a neutral descriptive practice and that apocalypse is not something that is happening now in places that we might not see, or cannot hear. This essay argues for the continuing importance of apocalyptic narrative forms in representations of environmental risk to disrupt conservative realisms that maintain the status quo. Taking the ecological disaster of nuclear waste as my case study, I examine two fictional treatments of nuclear waste dumps that create different temporal structures within which the colonial history of the United States plays out. The first, a set of Department of Energy documents that use statistical modeling and fictional description to predict a set of realistic futures for the site of the Waste Isolation Pilot Plant in New Mexico (1991), creates a present that is fully knowable and a future that is fully predictable. Such an approach, I suggest, perpetuates the state logics of implausibility that have long undergirded settler colonialism in the United States. In contrast, Leslie Marmon Silko’s contemporaneous novel Almanac of the Dead (1991) uses its apocalyptic form to deconstruct the claims to verisimilitude that undergird state realism, transforming nuclear waste into a prophecy of the end of the United States rather than a means for imagining its continuation. In Almanac of the Dead, the presence of nuclear waste introjects a deep-time perspective into contemporary America, transforming the present into a speculative space where environmental catastrophe produces not only unevenly distributed damage but also revolutionary forms of social justice that insist on a truth that probability modeling cannot contain: that the future will be unimaginably different from the present,
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#### Flexibilities exist in the status quo

**Crosby et al. 21** [Daniel Crosby, Evan Diamond, Isabel Fernandez De La Cuesta, Jamieson Greer, Jeffrey Telep, Brian White; Crosby specializes in international trade, investment and matters related to public international law. Diamond is a partner on our Intellectual Property, Patent, Trademark and Copyright Litigation team.; 3‑5‑2021; “Group of Nearly 60 WTO Members Seek Unprecedented Waiver from WTO Intellectual Property Protection for COVID‑related Medical Products”; https://www.jdsupra.com/legalnews/group‑of‑ nearly‑60‑wto‑members‑seek‑2523821/, JD Supra, accessed 7‑21‑2021;]

Existing flexibilities for developing countries. The WTO Agreement on Trade‑Related Aspects of Intellectual Property Rights (TRIPS Agreement) protects intellectual property, and recognizes that patents can be licensed either voluntarily on commercial terms, or without the authorization of the rights holder under “compulsory licenses” where “the proposed user has made efforts to obtain authorization from the right holder on reasonable commercial terms and conditions and that such efforts have not been successful within a reasonable period of time.” (TRIPS Agreement, Article 31(b).) Countries are not required to request authorization “in the case of a national emergency or other circumstances of extreme urgency or in cases of public non‑commercial use,” but must notify rights holders “as soon as reasonably practicable;” and in any case must pay “adequate remuneration” to the right holder. Notably, intellectual property rights may be protected pursuant to bilateral investment treaties or free trade agreements that protect covered investments in certain circumstances. Some such treaties reference the TRIPS Agreement while others do not.

**Therefore, we do not need to completely waive patents to achieve the same effect.**

#### Markets ensure affordability; competition drives down drug prices over time Boustany 18 [Charles Boustany (physician and former congressman). “Americans Fund Most of the World’s Drug Research. Here’s How Trump Can End That.” Fortune. 9 August 2018. JDN https://fortune.com/2018/08/09/trump‑drugs‑prices‑pharmaceutical‑research/]

Just consider what happened with the numerous next‑generation hepatitis C medicines released in recent years. These revolutionary drugs have been shown to cure 70‑99% of patients. The first medicine gained FDA approval in late 2013 and debuted with a list price of $84,000 for a full course of treatment. Over the next four years, several competing drugs flooded the market. Prices subsequently dropped about 70% a few years later, as manufacturers heavily discounted their cures to win market share. For some of these drugs, a full course of therapy is now less expensive than the average treatment costs incurred by patients using interferon and ribavirin—the go‑to prescription regimen for decades. Patients on interferon and ribavirin frequently suffered severe side effects; the new next‑generation cures are comparatively painless. Or consider PCSK9 inhibitors. These drugs can sharply lower so‑called bad cholesterol levels in patients at high risk of heart disease. A recent study found that one PCSK9 inhibitor, Praluent, reduced patients’ risk of cardiovascular disease by 15% and their risk of death by 29%. Despite the drug’s effectiveness, its manufacturer recently announced a 69% price cut to win market share. In short, free‑market competition works. It delivers cutting‑edge medicines at reason‑ able prices.