#### **CI: Affs may defend subsets of workers**

#### **Specific instances prove generics which means I meet**

**Cimpian et al 10** (PhDs – Andrei, Amanda C. Brandone, Susan A. Gelman, Generic statements require little evidence for acceptance but have powerful implications, Cogn Sci. 2010 Nov 1; 34(8): 1452–1482)

**Generic statements** (e.g., “Birds lay eggs”) express generalizations about categories. In this paper, we hypothesized that there is a paradoxical asymmetry at the core of generic meaning, such that these sentences have extremely strong implications but **require little evidence to be judged true**. Four experiments confirmed the hypothesized asymmetry: **Participants interpreted novel generics such as “Lorches have purple feathers”** as referring to nearly all lorches, but they judged the same novel generics **to be true** given a wide range of prevalence levels (e.g., **even when only 10% or 30% of lorches had purple feathers**). A second hypothesis, also confirmed by the results, was that novel generic sentences about dangerous or distinctive properties would be more acceptable than generic sentences that were similar but did not have these connotations. In addition to clarifying important aspects of generics’ meaning, these findings are applicable to a range of real-world processes such as stereotyping and political discourse. Keywords: generic language, concepts, truth conditions, prevalence implications, quantifiers, semantics Go to: 1. Introduction **A statement is generic if it expresses a generalization about the members of a kind, as in “Mosquitoes carry the West Nile virus” or “Birds lay eggs”** (e.g., Carlson, 1977; Carlson & Pelletier, 1995; Leslie, 2008). Such generalizations are commonplace in everyday conversation and child-directed speech (Gelman, Coley, Rosengren, Hartman, & Pappas, 1998; Gelman, Taylor, & Nguyen, 2004; Gelman, Goetz, Sarnecka, & Flukes, 2008), and are likely to foster the growth of children’s conceptual knowledge (Cimpian & Markman, 2009; Gelman, 2004, 2009). Here, however, we explore the semantics of generic sentences—and, in particular, the relationship between generic meaning and the statistical prevalence of the relevant properties (e.g., what proportion of birds lay eggs). Consider, first, generics’ truth conditions: **Generic sentences are often judged true despite weak statistical evidence**. **Few people would dispute the truth of “Mosquitoes carry the West Nile virus”, yet only about 1% of mosquitoes are actually carriers** (Cox, 2004). Similarly, **only a minority of birds lays eggs** (the healthy, mature females), **but “Birds lay eggs” is uncontroversial**. This loose, almost negligible relationship between the prevalence of a property within a category and the acceptance of the corresponding generic sentence has long puzzled linguists and philosophers, and has led to many attempts to describe the truth conditions of generic statements (for reviews, see Carlson, 1995; Leslie, 2008). Though generics’ truth conditions may be unrelated to property prevalence (cf. Prasada & Dillingham, 2006), the same cannot be said about the implications of generic statements. When provided with a novel generic sentence, one often has the impression that the property talked about is widespread. For example, if we were unfamiliar with the West Nile virus and were told (generically) that mosquitoes carry it, it would not be unreasonable to assume that all, or at least a majority of, mosquitoes are carriers (Gelman, Star, & Flukes, 2002). It is this paradoxical combination of flexible, almost prevalence-independent truth conditions, on the one hand, and widespread prevalence implications, on the other, that is the main focus of this article. **We will** attempt to **demonstrate empirically that the prevalence level that is sufficient to judge a generic sentence as true is indeed significantly lower than the prevalence level implied by that very same sentence**. If told that, say, “Lorches have purple feathers,” people might expect almost all lorches to have these feathers (illustrating generics’ high implied prevalence), but they may still agree that the sentence is true even if the actual prevalence of purple feathers among lorches turned out to be much lower (illustrating generics’ flexible truth conditions). Additionally, we propose that this asymmetry is peculiar to generic statements and does not extend to sentences with quantified noun phrases as subjects. That is, the prevalence implied by a sentence such as “Most lorches have purple feathers” may be more closely aligned with the prevalence that would be needed to judge it as true. Before describing our studies, we provide a brief overview of previous research on the truth conditions and the prevalence implications of generic statements. 1.1. Generics’ truth conditions Some of the first experimental evidence for the idea that the truth of a generic statement does not depend on the underlying statistics was provided by Gilson and Abelson (1965; Abelson & Kanouse, 1966) in their studies of “the psychology of audience reaction” to “persuasive communication” in the form of generic assertions (Abelson & Kanouse, 1966, p. 171). Participants were presented with novel items such as the following: **Altogether there are three kinds of tribes—Southern, Northern, Central. Southern tribes have sports magazines. Northern tribes do not** have sports magazines. **Central tribes do not** have sports magazines. **Do tribes have sports magazines?** All items had the same critical feature: only one third of the target category possessed the relevant property. Despite the low prevalence, **participants answered “yes” approximately 70% of the time** to “Do tribes have sports magazines?” and other generic questions similar to it. Thus, **people’s acceptance of the generics did not seem contingent on strong statistical evidence,** leaving the door open for persuasion, and perhaps manipulation, by ill-intentioned communicators. A similar conclusion about the relationship between statistical prevalence and generics’ truth conditions emerged from the linguistics literature on this topic (e.g., Carlson, 1977; Carlson & Pelletier, 1995; Dahl, 1975; Declerck, 1986, 1991; Lawler, 1973). For example, Carlson (1977) writes that “**there are many cases where […] less than half of the individuals under consideration have some certain property, yet we still can truly predicate that property of the appropriate bare plural**” (p. 67), **as is the case with “Birds lay eggs” and “Mosquitoes carry the West Nile virus” but also with “Lions have manes**” (only males do), “Cardinals are red” (only males are), and others. He points out, moreover, that there are many properties that, although present in a majority of a kind, nevertheless cannot be predicated truthfully of that kind (e.g., more than 50% of books are paperbacks but “Books are paperbacks” is false). Thus, acceptance of a generic sentence is doubly dissociated from the prevalence of the property it refers to—not only can true generics refer to low-prevalence properties, but high-prevalence properties are also not guaranteed to be true in generic form

#### **Debate solves arbitrary linguistic intuitions—we can determine the most predictable interp based on factors like clash and limits. Semantics are a floor not a ceiling—if we have a sufficiently predictable interpretation of the topic then division of ground is more important.**

#### **Standards:**

#### **1] Clash—allows us to go in-depth on particular parts of the literature which allows for more nuanced debates because different workers and their squo strike policy are different**

#### **2] Aff ground—No Advantage applies to all workers because each one has different strike policies – i.e. other workers can strike under NLRA, but not agricultural workers**

#### **3] Pics are comparatively worse—a) It forces 1AR restart mooting the 1AC and creating a 13-7 time skew b) negs have generics like the Cap K and Innovation DA but affs don’t have any vs pics**

#### **4] Overlimiting: They make whole res the only topical aff which is devastating vs specific negs**

#### **5] Functional limits check – only workers that don’t have a strong right to strike in the squo are viable affs**

#### **6] Reasonability – good is good enough and key to avoid substance crowdout – otherwise leads to a race to the top which detract from the fairness they try to preserve**

**On the cp:**

On the laws plank

Solvency deficit

**Dual use status and definitional uncertainty make banning LAW’s impossible, inevitably leading to circumvention!**

**Horowitz 19** (Michael Horowitz is a professor of political science @ UPenn,JOURNAL OF STRATEGIC STUDIES 2019, VOL. 42, NO. 6, 764–788 https://doi.org/10.1080/01402390.2019.1621174)// E

The arms control dilemma, in this case, is that the more the possession of LAWS improves the ability of a military to fight and win the nation’s wars, the harder it will become for the international community to effectively regulate them. That does not make regulation impossible, to be clear. But the dual-use character of AI means some types of LAWS could be accessible to many militaries, not only major powers, and a broader set of states would have something to lose, from a capabilities perspective, through regulation. It also gives a broader number of states potential interest in regulation.27 **Uncertainty surrounding the definition of a LAWS**, though not a central focus of this article, **could also make traditional arms control more difficult**. From nuclear treaties like the Limited Test Ban Treaty to the Ottawa Convention, **successful arms control agreements have generally tackled discrete technologies. The breadth of the category of AI and difficulties in defining what constitutes a LAWS at the margins are making reaching agreement on a definition of LAWS challenging** at the international level.

**4] Condo is a voting issue. Any turns I make on condo CPs can just be kicked creating a 2-1 structural skew. If they kick a condo CP, I lose all the rebuttal time I spent on it. I only have 4 minutes to respond to 7-minute speech and this skews my time even more. Fairness is a voter. People would quit if**

**debate was unfair which means no debate. No rvis You shouldn’t win for meeting the rules, Drop the Debater – 1] Deters future abuse.**

**Competing Interpretations – 1] Reasonability is arbitrary with bright line which invites judge intervention. All of this applies to a condo alt**

A: OCI – debaters may not prohibit the bracketing of evidence by any author

B: Violation

C:

1. Academic Integrity - If we don’t allow brackets, the only alternative is to either A) read the entirety of an article for any given card or B) take small snippets of individual sentences that may or may not have any relation to the argument to form logical sentences. C) Additionally, brackets are the only way to solve academic integrity because I could just as easily write in the words I want to bracket without indicating them to you - means with brackets you can identify where change is made.

2. Efficiency – 3 impacts

A) Strat skew – requires me to read more than necessary to get across a single argument, reduces possibility for arguments. Key to fairness – unfair argument access

B) Breadth – enables us to read more arguments and access more educational subjects – key to all forms of education, access any amount of additional clash

C) Accessibility – English language learners may require the use of brackets for proper grammar as using improper grammar leads to misunderstanding and incapacity. Key to debate – otherwise some debaters have reduced or complete elimination from participation

3. Rule following –

Requiring that we do not use brackets teaches us the wrong educational format. Key to academic integrity and real world research. **MLA**:

Sometimes **when you use direct quotations, you might need to add** a word or **words for clarity or omit portions** of the quotation **to shorten it or make it work within the context of your words.** When this is necessary, **you must show changes with brackets [ ], and show omissions of text with an ellipsis […].**

MLA "Formatting Direct Quotations Properly in MLA Format." *Formatting Direct Quotations Properly in MLA Format | Write.com*. MLA, n.d. Web. 17 Dec. 2016.

On misappropriation – 1) Doesn’t matter if it’s a non-empirical claim, because analytical argumentation does not gain any superior justification based on who it is written by 2) No impact – there is nothing distinguishing evidence from analytics anyway, e.g. you can’t tell when the analytics start after a card ends. 3) Turn – if you read this you ought not collapse multiple written sentences into one spoken sentence, the same level of misrepresentation AND allows for construction of arguments from nothing
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MLA "Formatting Direct Quotations Properly in MLA Format." *Formatting Direct Quotations Properly in MLA Format | Write.com*. MLA, n.d. Web. 17 Dec. 2016.

On misappropriation – 1) Doesn’t matter if it’s a non-empirical claim, because analytical argumentation does not gain any superior justification based on who it is written by 2) No impact – there is nothing distinguishing evidence from analytics anyway, e.g. you can’t tell when the analytics start after a card ends. 3) Turn – if you read this you ought not collapse multiple written sentences into one spoken sentence, the same level of misrepresentation AND allows for construction of arguments from nothing

## **1AR-Infrastructure**

#### **Progressives thump – o/ws on recency**

**Ferris 10-28** Sarah Ferris,, 10-28-2021, "Dems punt House infrastructure vote in blow to Biden agenda," POLITICO, https://www.politico.com/news/2021/10/28/biden-house-democrats-517416//RD

**The House voted Thursday night to temporarily reauthorize transportation funding, abruptly reversing course after Democratic leaders earlier vowed to pass a bipartisan Senate-approved infrastructure bill. The move came after progressives refused to relent in their opposition to the $550 billion infrastructure bill amid a standoff over Democrats’ separate, party-line $1.75 trillion social spending measure.** It followed a visit to Capitol Hill by President Joe Biden, who personally asked House Democrats for their support on both the infrastructure plan and the separate social policy **framework. But Speaker Nancy Pelosi and her leadership team were ultimately unable to win over dozens of dug-in liberals in time for a Thursday evening vote.** House liberals said they want to review the legislative text of $1.75 trillion social spending legislation the White House outlined Thursday and get a commitment of support from centrist Sens. Joe Manchin (D-W.Va.) and Kyrsten Sinema (D-Ariz.) — something the two have not outright given. **Despite an aggressive whipping campaign from Democratic leaders, as many as 30 liberal Democrats threatened to block the roughly $550 billion Senate-passed infrastructure bill, according to multiple people familiar with the vote-tallying operation. As House Democrats headed home for the weekend in defeat, many were infuriated and left wondering how they had stumbled yet again, pointing fingers within their own party**. "I tried to tell anybody who would listen that we didn't have the votes" among progressives to pass the infrastructure bill without fully fleshed-out social spending legislation moving alongside it, Congressional Progressive Caucus Chair Rep. Pramila Jayapal (D-Wash.) told reporters. House Majority Leader Steny Hoyer had a short response when asked if the moment was an embarrassment for leadership: “We’ll get it done,” he said. Asked if he was disappointed Democrats didn't pass infrastructure legislation Thursday, Hoyer said simply, “yes.” Democrats bought themselves more time on Thursday night when they vote to extend highway programs until Dec. 3 — the same deadline that the party leaders have set for themselves to address government funding and the looming debt limit. The Senate unanimously approved that extension after it cleared the House.

#### **Double-bind: Either progressive dems don’t pass the 550 billion infrastructure bill because they don’t have 3.5 trillion climate agenda tacked on OR climate agenda bill does get through house which means that sinema + manchin don’t pass it cuz they think it’s too much spending**

#### **Unions want infrastructure BAD - plan boosts union supporting + pushes ad campaigns to progressives - that turns the DA**

**Mueller 21’** Eleanor Mueller, 9-20-2021, "Unions want Democrats’ reconciliation package, and they want it bad," POLITICO, https://www.politico.com/newsletters/weekly-shift/2021/09/20/unions-want-democrats-reconciliation-package-and-they-want-it-bad-797690

**The motivator: The legislation would create millions of jobs, many with pro-union stipulations that could boost membership.** **But on top of that, it also includes several provisions — many drafted with the help of union lobbyists — that would make it easier for workers to organize, like giving the National Labor Relations Board sharper teeth and empowering it to conduct union elections online.** Both of those policies are also included in the [Protecting the Right to Organize Act](https://legislation.politicopro.com/bill/US_117_HR_842) — an overhaul of U.S. labor law Democrats drafted to resuscitate tapering union membership, which is currently stalled in the Senate.

Big spenders: **Unions were unable to provide specific numbers on how much they’ve spent on advertising backing the package, in part because the cash often went toward much broader campaigns**. **But some digging by your host found that AFT, the AFL-CIO's largest affiliate, has spent more than six figures on ads supporting the bill. NEA, also one of the nation's biggest unions,**[**spent seven figures**](https://www.documentcloud.org/documents/21054253-nea-arp-bbb-interested-parties-memo)**on a digital ad campaign promoting the legislation, along with other bills.** **And SEIU announced Sept. 14 that it is doubling the amount of money it’s spending on TV and digital ads from $3.5 million to $7 million. (The union is also part of a coalition behind**[**a $10 million campaign supporting the White House’s broader infrastructure proposal.**](https://www.politico.com/news/2021/03/18/democratics-10-million-ad-campaign-biden-477062)**)**

In their words: “**Labor is not only all over supporting it, it has helped craft it,” American Federation of Teachers President Randi Weingarten told your host.** "We're going to fight like hell in this homestretch," SEIU President Mary Kay Henry said in another interview.

Zoom out: The text has yet to overcome a significant hurdle: the Byrd rule, which allows only spending-related legislation to move through the reconciliation process that Democrats intend to use to pass the bill. **Should it survive, how much the language in**[**the spending bill**](https://legislation.politicopro.com/bill/US_117_HR_5376)**could really boost union membership remains to be seen. Even a best-case scenario would likely fall short of the organized labor renaissance Biden campaigned on.** And unions are still spending heavily to get the PRO Act passed, a sign of acquiescence that broader reform will still be necessary. **Yet labor experts on both sides of the employer-worker spectrum say that, if enacted, the provisions will be the biggest pro-union change to U.S. labor law since the Naltional Labor Relations Act in 1935.**

#### **This also means that labor law reform non-unique – if they’re right about the aff being a thumper to infrastructure passing – so is the contents of the new infrastrcture bill itself !!**

#### **Machin wants less than the current price tag – risk that their program could be dropped. (REHIGHlTGHING INSERTED IN BLUE)**

**Edmonson and Cochrane 10-24** Catie Edmondson and Emily Cochrane, 10-24-2021, "Biden Meets With Manchin and Schumer as Democrats Race to Finish Social Policy Bill," New York Times, https://www.nytimes.com/2021/10/24/us/politics/biden-manchin-schumer-spending-bill.html/SJKS

WASHINGTON — President **Biden huddled with key Democrats on Sunday to iron out crucial spending and** [**tax provisions**](https://www.nytimes.com/2021/10/26/us/politics/democrats-billionaires-tax.html) as they raced to wrap up their expansive social safety net legislation before his appearance at a U.N. climate summit next week. Speaker Nancy **Pelosi** of California **said Democrats were close to completing the bill, displaying confidence that the negotiations over issues like paid leave, tax increases and Medicare benefits that have bedeviled the party for months would soon end**. “We have **90 percent of the bill agreed to and written**. We just have some of the last decisions to be made,” Ms. Pelosi said on CNN’s “State of the Union,” adding that she hoped to pass an infrastructure bill that had already cleared the Senate and have a deal in hand on the social policy bill by the end of the week. “We’re pretty much there now.” Her comments came as Mr. **Biden met with Senators Chuck Schumer of New York, the majority leader, and Joe Manchin III of West** Virginia, one of the critical centrist holdouts on the budget bill. The White House called the breakfast at Mr. Biden’s Wilmington home a “productive discussion.” For weeks, intraparty divisions over the scope and size of their marquee [domestic policy plan](https://www.nytimes.com/live/2021/10/26/us/biden-spending-bill-deal) have delayed an agreement on how to trim the initial $3.5 trillion blueprint Democrats passed this year. In order to bypass united Republican opposition and pass the final bill, Democrats are using an arcane budget process known as reconciliation, which shields fiscal legislation from a filibuster but would require every Senate Democrat to unite behind the plan in the evenly divided chamber. The **party’s margins in the House are not much more forgiving.** Facing opposition over the $3.5 trillion price tag, White House and party leaders are coalescing around a cost of up to $2 trillion over 10 years. **They have spent days negotiating primarily with Mr. Manchin and Senator Kyrsten Sinema,** Democrat of Arizona and another centrist holdout. House Democratic leaders hope to advance both a compromise reconciliation package and the $1 trillion bipartisan infrastructure package. **Liberals have so far balked at voting on the bipartisan deal** until the more expansive domestic policy package — which is expected to address climate change, public education and health care — is agreed upon. But **Democrats are facing a new sense of urgency to finish the legislation before Mr. Biden’s trip to a major United Nations climate change conference**, where he [hopes to point to the bill](https://www.nytimes.com/2021/10/15/climate/biden-clean-energy-manchin.html) as proof that the United States is serious about leading the effort to fight global warming. “**The president looked us in the eye, and he said: ‘I need this before I go and represent the United States in Glasgow. American prestige is on the line,’”** Representative Ro Khanna, a California Democrat who met with Mr. Biden last week at the White House, said on “Fox News Sunday.” **Democrats are also increasingly eager** to deliver the bipartisan legislation to Mr. Biden’s desk **before elections for governor in Virginia and New Jersey on Nov. 2, to show voters the party is making good on its promise to deliver sweeping social change**. And a number of transportation programs will lapse at the end of the month without congressional action on either a stopgap extension or passage of the infrastructure bill, leading to possible furloughs. The legislation is expected to include a one-year extension of payments to most families with children, first approved as part of the $1.9 trillion pandemic relief plan, as well as an increase in funds for Pell grants, support for home and elder care, and billions of dollars for affordable housing. It would also provide tax incentives to encourage use of wind, solar and other clean energy. While aides cautioned that details were in flux, the plan is also expected to address a cap on how much taxpayers can deduct in state and local taxes, a key priority for Mr. Schumer and other lawmakers who represent higher-income residents of high-tax states affected by the limit. **But negotiators on Sunday were still haggling over a number of outstanding pieces, including the details of a federal paid family and medical leave program — already cut to four weeks from 12 weeks —** Medicaid expansion and a push to expand Medicare benefits to include dental, vision and hearing. With Mr. **Manchin pushing for a $1.5 trillion price tag**

#### **Doesn’t do enough to protect the grids**

**Energy wire 21’ E**&amp;E News, 6-1-2021, "What Biden's $6T budget plan means for energy," https://www.eenews.net/articles/what-bidens-6t-budget-plan-means-for-energy/

However, some lawmakers warned that **Biden’s proposal may not be enough to protect against rising cyberthreats.**

Senate Homeland Security Subcommittee on Emerging Threats and Spending Oversight Chairwoman Maggie Hassan (**D-N.H.) said she is "concerned that a flat DHS budget will not provide enough resources to address growing cybersecurity" and other threats, in a**[**letter**](https://www.hassan.senate.gov/imo/media/doc/Hassan%20DHS%202022%20budget%20letter%20to%20OMB_FINAL%20SIGNED.pdf)**Friday to the Office of Management and Budget.**

Jim Cunningham, executive director of grid advocacy group Protect Our **Power, said that while Biden’s proposed budget would help protect federal networks,** it **doesn’t go far enough to protect the grid.**

Cunningham said the **proposal "does not appear to provide funds or needed incentives to spur the significant investments required to make our existing grid more resilient to cyber attacks."**

**DOE’s budget request also calls for moving the Strategic Petroleum Reserve (SPR) from the Office of Fossil Energy to the Office of Cybersecurity, Energy Security and Emergency Response.**

**"While the SPR was not called upon [in May], incidents like the Colonial Pipeline disruption showcase how reserve supplies of oil and refined products must be considered part of the emergency management toolset," DOE said, referring to a ransomware cyberattack last month that forced Colonial to shut down one of the biggest U.S. fuel pipelines for nearly a week** ([*Energywire*](https://subscriber.politicopro.com/eenews/article/eenews/1063732093), May 10).

The budget request also includes a request for a nearly 8% increase in funding for the Pipeline and Hazardous Materials Safety Administration (PHMSA), to $310 million

On case

On the indepdent voter- can just read it yourself. Not a reason to stop debate. People skip paragraphs all the time.

Rvis are the only way to check back on the skew- uplayering on theory dosent makie sense

## **Adv 1– Lobbying**

#### **Big tech holds a massive amount of political power, and their “climate change” measures are a façade to hide the actual lobbying that they do.**

**Terstein 21** [Terstein, Zoya, 1-28-2021, "Big Tech says it wants to solve climate change. Its lobbying dollars say otherwise.," <https://grist.org/politics/big-tech-says-it-wants-to-solve-climate-change-its-lobbying-dollars-say-otherwise/>] //DDPT

It’s hard to quantify political power, but it’s safe to say that big tech companies wield [a lot](https://www.newyorker.com/tech/annals-of-technology/what-can-america-learn-from-europe-about-regulating-big-tech) of it. A decade ago, companies like Amazon and Google employed [just a smattering of lobbyists](https://www.washingtonpost.com/technology/2020/01/22/amazon-facebook-google-lobbying-2019/) who worked to influence D.C. policymakers on their behalf. Now, the Big Five tech companies — Apple, Microsoft, Facebook, Google, and Amazon — spend tens of millions of dollars each year lobbying Congress. In 2020, they collectively spent [$61 million domestically lobbying](https://www.cnbc.com/2021/01/22/facebook-spent-more-on-lobbying-than-any-other-big-tech-company-in-2020.html) on issues that included international tax policies, copyright reform, and content policy. Only a tiny fraction of Big Tech’s legislative lobbying might is going toward advocating for climate policy, according to a [new report](https://influencemap.org/report/Big-Tech-and-Climate-Policy-afb476c56f217ea0ab351d79096df04a) from the think tank InfluenceMap. Between 2019 and 2020, just 4 percent of Apple, Alphabet (Google’s parent company), Amazon, Facebook, and Microsoft’s self-reported lobbying activities targeted climate-related policy at the federal level. In Europe, these companies do even less lobbying on climate — InfluenceMap says they have been “largely silent on the EU’s ambitious climate policy agenda.” This halfhearted effort to promote climate-friendly policies stands in sharp contrast to Big Tech’s much-publicized promises to lead the rest of the business sector, and indeed the entire world, toward a greener future. Apple, for instance, revealed a plan last summer to make its supply chain and products carbon neutral by 2030, something CEO Tim Cook said will be good for the planet and its products. “With our commitment to carbon neutrality, we hope to be a ripple in the pond that creates a much larger change,” [Cook said](https://www.apple.com/newsroom/2020/07/apple-commits-to-be-100-percent-carbon-neutral-for-its-supply-chain-and-products-by-2030/). In 2019, Amazon unveiled a climate plan that aims to get the company to meet the decarbonization requirements of the Paris Agreement 10 years early. “If we can do this, anyone can do this,” Amazon founder Jeff Bezos [said](https://www.cnbc.com/2019/09/19/jeff-bezos-speaks-about-amazon-sustainability-in-washington-dc.html) at the time. “Climate change is a crisis we will only be able to address if we all work together on a global scale,” Facebook founder Mark Zuckerberg [said](https://sustainability.fb.com/). Facebook aims to make its global operations [net-zero](https://sustainability.fb.com/), starting with making its value chain net-zero by 2030. “We will support new public policy initiatives to accelerate carbon reduction and removal opportunities,” Microsoft president Brad Smith [wrote](https://blogs.microsoft.com/blog/2020/01/16/microsoft-will-be-carbon-negative-by-2030/) in January last year, outlining seven principles the company will adhere to in its quest to remove more emissions than it produces by 2030 and eliminate all of its emissions since 1975 by mid-century. “We know that no company, no matter how ambitious, can solve a challenge like climate change alone,” Google said in its [sustainability report](https://www.gstatic.com/gumdrop/sustainability/carbon-free-by-2030.pdf) last September. It’s clear that these companies like to talk about climate action being a collective effort. But despite the many detailed climate plans and pledges, Big Tech has done strikingly little government-level work to bring about the global-scale climate action it says it wants to see. The little lobbying the Big Five do has been largely focused on technical rules that are directly tied to these companies’ abilities to stick to their climate commitments, like procuring enough renewable energy. Meanwhile, the world is [nowhere near](https://www.theguardian.com/environment/2020/dec/12/world-is-in-danger-of-missing-paris-climate-target-summit-is-warned) where it needs to be to meet the climate targets outlined in the Paris Agreement. “Relative to their scale, they invest very little in saving the planet,” Nic Bryant, a spokesperson for the climate activist group Extinction Rebellion, told Grist, referring to tech companies. “These companies could and should be leading the way.”

#### **Terstein continues:**

Further complicating Big Tech’s stance on climate are its membership in industry associations. InfluenceMap scored each of the Big Five tech companies on the climate-friendliness of the industry groups they belong to. These are organizations like the Chamber of Commerce, the [most powerful trade organization in the world](https://www.wri.org/blog/2020/08/how-chamber-commerces-scorecard-elevates-climate-deniers), which has [lobbied extensively against climate policy](https://drive.google.com/file/d/1vopnWHRekDcqc8yEqAQi8TnoXubs-abK/view), as well as groups with progressive agendas like the Renewable Energy Buyers Alliance. By looking at Big Tech’s membership in industry associations across the board, InfluenceMap found “misalignment between the companies’ own climate lobbying positions and those of their industry associations.”“Big Tech has no problem shelling out tens of millions of dollars jockeying for their own interests in Washington, so we know their failure to lobby for climate solutions is not due to a lack of means, but a lack of will,” David Arkush, director of the climate program at the nonprofit consumer advocacy organization Public Citizen, told Grist. “If they’re serious about climate, they need to push for government climate action at the scale and speed we need.”

#### **But Big tech lobbying is uniquely key to effective climate action – it’s the only way to ensure federal policy change.**

**Winston 19** [Winston, Andrew, Harvard Business Review, 10-15-2019, "Corporate Action on Climate Change Has to Include Lobbying," <https://hbr.org/2019/10/corporate-action-on-climate-change-has-to-include-lobbying>] //DDPT

The business world has recently started acting on climate change in earnest. Hundreds of the world’s largest companies have agreed to use [100% renewable energy](http://there100.org/companies) and set [targets](https://sciencebasedtargets.org/companies-taking-action/) that commit them to reduce emissions at the pace that science demands. Companies are [buying many gigawatts of renewable energy](https://www.forbes.com/sites/mikescott/2019/09/09/companies-continue-to-drive-demand-for-clean-energy/amp/?__twitter_impression=true), slashing their own energy use, and innovating to create products that help customers reduce their emissions. But it’s not nearly enough. The climate crisis is upon us, and there’s no time to wait for voluntary corporate action to tackle the challenge. We need the collective will that government provides. Many in business will rebel against this idea, but we are long past the point where free markets alone could solve the challenge in time (if such a possibility ever even existed). Business needs to, [in the words of Environmental Defense Fund president Fred Krupp](https://www.wri.org/news/2019/10/release-major-environmental-groups-call-businesses-lead-climate-policy), “unleash the most powerful tool they have to fight climate change: their political influence.” This is the logic and imperative behind [an announcement today](https://medium.com/@timetolead/its-time-to-lead-on-climate-policy-6f849eb114ba) from 11 environmental and sustainability organizations that have significant influence on the world’s largest companies and on policymakers. Using a full-page ad in The New York Times, the group is calling for business to advocate for policies, at all levels of government, that are consistent with what climate science is telling us we need to do — what they’re calling a “science-based climate policy agenda.” The statement also calls for companies to adjust their trade associations’ advocacy to align with climate science. (The signatories are the heads of BSR, C2ES, CDP, Ceres, Conservation International, Environmental Defense Fund, The Climate Group, The Nature Conservancy, the Union of Concerned Scientists, World Resources Institute, and WWF U.S.) In support of this public plea, the Sustainable Food Policy Alliance — which includes food and consumer products giants Nestle, Unilever, Mars, and Danone — is running the same letter in Roll Call with the message “we agree.” The new statement is also building on a [similar call to action last month](https://www.ceres.org/sites/default/files/Final%20Generic%20SIGN-ON%20PACKET%20Investor%20Expectations%20on%20Climate%20Lobbying%20sign-on%20packet%20September%202019.pdf) from 200 investors with more than $6 trillion in assets. It’s about time. Companies have long allowed a chasm to open up between their own statements and actions on climate and what their government relations and lobbying teams are doing in the halls of power. Most of these companies have also conveniently ignored that their own industry and trade associations have generally been fighting climate policy every step of the way. It’s an important discussion to have right now and this initiative could have an impact. I want to offer some thoughts on the context and where the policy discussion could, or should, go. This isn’t the first attempt. In 2006, some of these same NGOs formed the [U.S. Climate Action Partnership](https://en.wikipedia.org/wiki/U.S._Climate_Action_Partnership) with notable business partners such as Alcoa, BP, Caterpillar, Dupont, and GE. While the call to action was vague, it was an important message from some heavy industry players that they wanted pro-climate policies. But when the Waxman-Markey cap-and-trade climate bill [failed in the U.S. Senate in 2009](https://www.eenews.net/stories/1060039422), and climate policy entered the wilderness for years, the partnership petered away. Over the last decade, the nonprofit Ceres, a signer on this latest statement, has convened the Business for Innovative Climate and Energy Policy, or [BICEP](https://www.ceres.org/networks/ceres-policy-network), to bring company leaders in to talk to legislators. And more recently, a group of scientists and former high-ranking government officials (mostly Republican), launched the [Climate Leadership Council](https://www.clcouncil.org/), which is pushing for [a package of policies](https://www.clcouncil.org/our-plan/) that includes a carbon fee and “dividend” that returns most of the revenue to citizens. But none of these have really gotten the kind of traction we need. This time could be different. A few shifts in the world may make this push more effective. First, climate change is real and affecting businesses today. We’re not just discussing a model of future weather and costs; we’re seeing very real and massively expensive disruptions to operations, supply chains, and communities. Second, with increasing transparency, it’s much harder to hide the disconnect between what companies are saying they’re doing and what they’re actually advocating for behind the scenes. A [just-released analysis of corporate lobbying](https://www.theguardian.com/environment/2019/oct/10/exclusive-carmakers-opponents-climate-action-us-europe-emissions) shows that major auto companies, while talking up their efforts on electric vehicles, have lobbied aggressively to fight any real climate policy. Third, stakeholders — customers, employees, and communities — are demanding more action and are less tolerant of inconsistencies on this issue. Recently [Microsoft employees staged a walkout](https://www.theverge.com/2019/9/19/20874081/microsoft-employees-climate-change-letter-protest) for climate, and almost 8,700 Amazon employees have [signed an open letter](https://medium.com/@amazonemployeesclimatejustice/public-letter-to-jeff-bezos-and-the-amazon-board-of-directors-82a8405f5e38) calling on their CEO to lead on the issue. (Amazon then announced it would go climate-neutral by 2040 and [buy 100,000 electric vans](https://www.freightwaves.com/news/amazon-announces-purchase-of-100000-ev-delivery-vehicles-from-rivian-the-largest-order-ever)). There’s clearly pressure on business to take a broader role in society, which is why about 200 big-company CEOs signed a [statement from the Business Roundtable](https://hbr.org/2019/08/is-the-business-roundtable-statement-just-empty-rhetoric) pledging that they would focus on stakeholder needs, not just shareholder value.

#### **US climate action specifically spills over and spurs global climate action.**

**Geman 6/7**/21 [National Journal Energy and Environment Correspondent, reporter for Axios, Ben, “The global stakes of Biden's infrastructure negotiations.” https://www.axios.com/biden-infrastructure-bill-climate-change-87b70d16-fdec-4c84-84a6-e7532c592f15.html]

The infrastructure drama enveloping Capitol Hill could spill onto the global climate stage. Why it matters: Major new U.S. investments and policies could help spur other nations to take more aggressive and tangible steps to cut emissions. But failure to steer major new initiatives through Congress could hinder the White House diplomatic posture as the U.N. conference looms. State of play: The White House is negotiating with Republicans amid all kinds of uncertainty over whether Democrats can pass legislation without GOP backing. President Biden has proposed major investments in electric vehicles, grid tech, mass transit, clean energy tax incentives and many other initiatives. The negotiations with Republicans — who object to the plan's steep price tag and expansive definition of infrastructure — come ahead of November's critical United Nations climate summit. What they're saying: "Because of the importance of American leadership on climate**,** the rest of the world is definitely watching what happens on Capitol Hill," said the Environmental Defense Fund's Nathaniel Keohane. Keohane, who leads EDF's climate program, said major U.S. investments will bolster the country's economy and competitiveness. But they're also consequential internationally, he said. "The more the U.S. can demonstrate leadership — not only in the ambition of its targets but in the ambition of its implementation and the seriousness of its implementation — the more likely we are to see the rest of the world stepping into its ambition and accelerating its own climate action," he said. Catch up fast: In April the White House set a voluntary target under the Paris Agreement of cutting U.S. emissions by 50% below 2005 levels by 2030.But that's much harder to achieve absent Capitol Hill approval of new investments and incentives. The Atlantic Council's Margaret Jackson said Biden's climate initiatives thus far have borne some fruit, pointing to several nations strengthening their Paris targets. But Jackson, who has written about the importance of congressional action, also tells Axios: "U.S. allies and partners are still somewhat skeptical in terms of how much this administration can really accomplish, and will it be lasting."

#### **Warming causes extinction.**

**Xu 17** [Yangyang Xu 17, Assistant Professor of Atmospheric Sciences at Texas A&M University; and Veerabhadran Ramanathan, Distinguished Professor of Atmospheric and Climate Sciences at the Scripps Institution of Oceanography, University of California, San Diego, 9/26/17, “Well below 2 °C: Mitigation strategies for avoiding dangerous to catastrophic climate changes,” Proceedings of the National Academy of Sciences of the United States of America, Vol. 114, No. 39, p. 10315-10323]

We are proposing the following extension to the DAI risk categorization: warming greater than 1.5 °C as “dangerous”; warming greater than 3 °C as “catastrophic?”; and warming in excess of 5 °C as “unknown??,” with the understanding that changes of this magnitude, not experienced in the last 20+ million years, pose existential threats to a majority of the population. The question mark denotes the subjective nature of our deduction and the fact that catastrophe can strike at even lower warming levels. The justifications for the proposed extension to risk categorization are given below. From the IPCC burning embers diagram and from the language of the Paris Agreement, we infer that the DAI begins at warming greater than 1.5 °C. Our criteria for extending the risk category beyond DAI include the potential risks of climate change to the physical climate system, the ecosystem, human health, and species extinction. Let us first consider the category of catastrophic (3 to 5 °C warming). The first major concern is the issue of tipping points. Several studies (48, 49) have concluded that 3 to 5 °C global warming is likely to be the threshold for tipping points such as the collapse of the western Antarctic ice sheet, shutdown of deep water circulation in the North Atlantic, dieback of Amazon rainforests as well as boreal forests, and collapse of the West African monsoon, among others. While natural scientists refer to these as abrupt and irreversible climate changes, economists refer to them as catastrophic events (49). Warming of such magnitudes also has catastrophic human health effects. Many recent studies (50, 51) have focused on the direct influence of extreme events such as heat waves on public health by evaluating exposure to heat stress and hyperthermia. It has been estimated that the likelihood of extreme events (defined as 3-sigma events), including heat waves, has increased 10-fold in the recent decades (52). Human beings are extremely sensitive to heat stress. For example, the 2013 European heat wave led to about 70,000 premature mortalities (53). The major finding of a recent study (51) is that, currently, about 13.6% of land area with a population of 30.6% is exposed to deadly heat. The authors of that study defined deadly heat as exceeding a threshold of temperature as well as humidity. The thresholds were determined from numerous heat wave events and data for mortalities attributed to heat waves. According to this study, a 2 °C warming would double the land area subject to deadly heat and expose 48% of the population. A 4 °C warming by 2100 would subject 47% of the land area and almost 74% of the world population to deadly heat, which could pose existential risks to humans and mammals alike unless massive adaptation measures are implemented, such as providing air conditioning to the entire population or a massive relocation of most of the population to safer climates. Climate risks can vary markedly depending on the socioeconomic status and culture of the population, and so we must take up the question of “dangerous to whom?” (54). Our discussion in this study is focused more on people and not on the ecosystem, and even with this limited scope, there are multitudes of categories of people. We will focus on the poorest 3 billion people living mostly in tropical rural areas, who are still relying on 18th-century technologies for meeting basic needs such as cooking and heating. Their contribution to CO2 pollution is roughly 5% compared with the 50% contribution by the wealthiest 1 billion (55). This bottom 3 billion population comprises mostly subsistent farmers, whose livelihood will be severely impacted, if not destroyed, with a one- to five-year megadrought, heat waves, or heavy floods; for those among the bottom 3 billion of the world’s population who are living in coastal areas, a 1- to 2-m rise in sea level (likely with a warming in excess of 3 °C) poses **existential threat** if they do not relocate or migrate. It has been estimated that several hundred million people would be subject to famine with warming in excess of 4 °C (54). However, there has essentially been no discussion on warming beyond 5 °C. Climate change-induced species extinction is one major concern with warming of such large magnitudes (>5 °C). The current rate of loss of species is ∼1,000-fold the historical rate, due largely to habitat destruction. At this rate, about 25% of species are in danger of extinction in the coming decades (56). Global warming of 6 °C or more (accompanied by increase in ocean acidity due to increased CO2) can act as a major force multiplier and expose as much as 90% of species to the dangers of extinction (57). The bodily harms combined with climate change-forced species destruction, biodiversity loss, and threats to water and food security, as summarized recently (58), motivated us to categorize warming beyond 5 °C as unknown??, implying the possibility of existential threats. Fig. 2 displays these three risk categorizations (vertical dashed lines).

### **Adv 2– AI**

#### **US companies are on track to develop lethal AI weapons now.**

**Dellinger 19** [AJ Dellinger, 8-22-2019, "Could advancements in AI eventually lead to ‘Terminator’-style killer robots?," Mic, <https://www.mic.com/p/microsoft-amazon-other-big-tech-companies-are-putting-us-at-risk-of-a-killer-ai-study-says-18689833>] //PT

Tech companies are happy to tout their innovations and latest developments, but one organization is warning that not all advancements are good ones. Dutch nonprofit PAX, an organization that advocates for peace, recently looked into how the tech sector is handling the development of artificial intelligence and its potential to become an automated destructive force that could turn on humanity. What it found is that just seven of the 50 companies it investigated partake in "best practices" to mitigate the risk of an eventual AI apocalypse. Twenty-one firms, including the likes of [Amazon and Microsoft, were marked as "high concern."](https://www.paxforpeace.nl/publications/all-publications/dont-be-evil) PAX's research focused on answering three different questions: Is the company developing technology relevant to the potential development of lethal autonomous weapons, is the firm working on military projects that may enable deadly force, and has the company committed to not contributing to the development of autonomous weapons? Companies were given high marks for committing themselves to not contributing to the development of potentially deadly machines. Meanwhile, companies that freely work alongside the military without a clear plan in place to prevent their technology from being used for lethal purposes received demerits. Given that, it's not surprising that Amazon and Microsoft would sit atop the list of companies that just may push us toward a future filled with killer robots. The two have spent the better part of the last year locked in an ongoing competition to land a massive government contract to [build the Pentagon a "war cloud"](https://www.mic.com/p/the-joint-enterprise-defense-infrastructure-plan-from-the-us-department-of-defense-could-be-derailed-by-legal-challenges-18180447) known as the [Joint Enterprise Defense Infrastructure](https://www.fbo.gov/index?s=opportunity&mode=form&id=f7f1d0314ec7c83cd0ace1636b5474a1&tab=core&_cview=0), or JEDI. The project would equip the United States Department of Defense with a cloud infrastructure that would allow branches of the military to freely share information, from sensitive documents to mission plans, across multiple theaters. The appeal of tackling the proposal is clear for Amazon and Microsoft: it carries a $10 billion contract that will be rewarded to the company that can provide the service the government is looking for. But, in winning the contract and building the war-enabling technology that the military wants, one of these companies will undoubtedly contribute to the deaths of humans. U.S. Department of Defense Chief Management Officer John H. Gibson II has made that abundantly clear in talking about JEDI, stating publicly that "[This program is truly about increasing the lethality of our department](https://www.defense.gov/Newsroom/News/Article/Article/1466699/dod-officials-highlight-role-of-cloud-infrastructure-in-supporting-warfighters/)." The criticisms of the companies extend beyond just their interest in taking on the JEDI project. Microsoft has taken heat in the past for [providing its technology to the U.S. Immigration and Customs Enforcement](https://devblogs.microsoft.com/azuregov/federal-agencies-continue-to-advance-capabilities-with-azure-government/) (ICE), including providing the organization tasked with separating migrant children from their families with "facial recognition and identification" tools. Last year, the company called the separation policy "abhorrent" and said its [technology isn't being used to enable those practices](https://slate.com/technology/2018/06/microsoft-is-not-helping-ice-with-any-projects-relating-to-family-separation-ceo-claims.html), though it shied away from canceling ongoing work with ICE or from taking on future contracts with the government agency. Microsoft has [urged Congress to take steps to regulate facial recognition technology](https://www.npr.org/2018/12/06/674310978/microsoft-urges-congress-to-regulate-facial-recognition-technology) before it is put to use in overzealous and potentially harmful ways, so points for recognizing the risk even if the company is profiting off it anyway. While Microsoft has at least shown a little bit of caution when it comes to deploying its technology, Amazon has been a bit more brazen in offering up facial recognition services. Earlier this year, Andy Jassy — the CEO of Amazon Web Services (AWS) — said the company would offer its technology to "[any government department that is following the law](https://venturebeat.com/2019/06/10/amazon-will-serve-any-government-agency-with-facial-recognition-technology-so-long-as-its-legal/)." That's pretty broad, and since the government has a pretty powerful hand in deciding what exactly the law is, it can be read as Amazon offering its facial recognition project Rekognition up carte blanche to any agency that wants to use it. The company hasn't been shy about [selling Rekognition to law enforcement agencies](https://www.mic.com/articles/189511/amazon-sold-facial-recognition-software-to-law-enforcement-heres-why-some-say-its-dangerous) across the country despite concerns it contributes to the invasion of the public's right to privacy. It also hasn't been particularly dissuaded from profiting off the technology even though it's [actually pretty terrible at identifying people](https://www.mic.com/articles/190457/in-an-aclu-test-amazons-facial-recognition-tech-wrongly-matched-mugshots-to-28-members-of-congress) and [displays a clear bias when attempting to identify women and people of color](https://www.theverge.com/2019/1/25/18197137/amazon-rekognition-facial-recognition-bias-race-gender). Add to that the concern that it may one day contribute to the development of automated killing machines, as PAX would suggest, and you have a real recipe for something awful.

#### **These companies will sell AI weapons to the US military which will ensure the AI arms race – but workers have empirically caused them to back out of weapons development.**

**Skolnik 3/16** [Jon Skolnik, 3-16-2021, "Big Tech is fueling an AI "arms race": It could be terrifying — or just a giant scam," Salon, <https://www.salon.com/2021/03/16/big-tech-is-fueling-an-ai-arms-race-it-could-be-terrifying--or-just-a-giant-scam/>] //PT

Early in the 2020 presidential campaign, Democratic candidates Pete Buttigieg and Andrew Yang [tried to build political momentum](https://venturebeat.com/2019/11/21/buttigieg-and-yang-say-ai-is-essential-to-u-s-national-security/) around the claim that the United States is losing ground in a new arms race with China — not over nuclear missiles or conventional arms but artificial intelligence, or AI. Around the same time, former President Trump [launched](https://thebulletin.org/2019/02/trump-orders-some-sort-of-vague-action-in-the-ai-arms-race/) the American AI Initiative, which sought to marshal AI technologies against "adversarial nations for the security of our economy and our nation," as Trump's top technology adviser [put it](https://www.wired.com/story/a-national-strategy-for-ai/). Buttigieg, Yang and Trump may have agreed about little else, but they appeared to go along with the nonpartisan think tanks and public policy organizations –– many of them funded by weapons contractors –– that have worked to promote the supposedly alarming possibility that China and Russia may be "beating" the U.S. in defense applications for AI. Hawkish or "centrist" research organizations like the [Center for New American Security](https://www.cnas.org/publications/reports/understanding-chinas-ai-strategy) (CNAS), the [Brookings Institution](https://www.brookings.edu/blog/order-from-chaos/2018/11/06/artificial-intelligence-and-the-security-dilemma/) and the [Heritage Foundation](https://www.heritage.org/technology/commentary/america-must-counter-chinas-military-civil-union), despite their policy and ideological differences in many areas, have argued that America must ratchet up spending on AI research and development, lest it lose its place as No. 1. Just last week, the National Security Commission on Artificial Intelligence (NSCAI) published a sweeping 756-page [report](https://www.nscai.gov/wp-content/uploads/2021/03/Full-Report-Digital-1.pdf), culminating two years of work following the 2019 National Defense Authorization Act, asking Congress to authorize a $40 billion federal investment in AI research and development, which the NSCAI calls "a modest down payment." The commission also urged President Biden to reject the push for a global ban on AI-enabled autonomous weapons — a ban proposed by thousands of scientists and thought leaders in an [open letter](https://www.vice.com/en/article/nzep5k/thousands-of-scientists-say-we-need-a-global-ban-on-autonomous-weapons) written in 2015. Concerned about the threat of increasing AI sophistication in Russia and China, the commission warned lawmakers that America "will not be able to defend against AI-enabled threats without ubiquitous AI capabilities and new warfighting paradigms." It offered a laundry list of recommendations to put these paradigms into action, including a "Steering Committee on Emerging Technology" within the Defense Department, an accredited university designed to produce and recruit tech talent for the defense sector, and a ramped-up investment in semiconductor manufacturing designed to keep the U.S. "two generations" ahead of China. One question, however, was not directly answered in the NSCAI's gigantic report or in all the think-tank policy papers that preceded it: Is this science fiction-flavored arms race against largely imaginary Chinese and Russian techno-weapons of the future really necessary? Is it remotely a good idea, or likely to improve the lives of any human beings on the planet? (Excepting, that is, those who stand to profit from it.) Jim Naureckas, the editor of Fairness and Accuracy in Reporting (FAIR) and a frequent critic of military spending, told Salon in an interview that framing of AI development as an "arms race" is irresponsible, but in the larger sweep of history is also nothing new. "The whole military industry is driven by fear as a motivator," he said. "There's a logic to an arms race that's different from the logic of arms control." After its release, the NSCAI report was greeted with a deluge of largely uncritical media coverage, most of it echoing concerns about the U.S. losing the "AI arms race" — a term not mentioned in the report itself, but certainly evoked by its framing. "Unless America acts now," a Washington Post [headline](https://www.washingtonpost.com/opinions/unless-america-acts-now-china-could-trounce-it-in-artificial-intelligence/2021/03/09/81f99508-805b-11eb-9ca6-54e187ee4939_story.html) read, "China could trounce it in artificial intelligence." "Which country is emerging as the global leader in AI?" [echoed](https://techhq.com/2021/03/which-country-is-emerging-as-the-global-leader-in-ai/) TechHQ. "America wakes up to the China threat," [chimed](https://www.wsj.com/articles/america-wakes-up-to-the-china-threat-11615311587) the Wall Street Journal. As Naureckas pointed out, the notion that that the U.S. will soon fall behind its global competitors in military technology is a tried-and-true scare tactic, employed at various times in slightly different registers by both Democrats and Republicans. In reality, U.S. military spending remains mind-bogglingly high. For the 2020 fiscal year, the Trump administration [approved](https://www.cnbc.com/2019/12/21/trump-signs-738-billion-defense-bill.html) a military budget of $738 billion, a $21 billion increase from the previous year and it passed with overwhelming bipartisan support, facing only 48 "no" votes in the House and eight in the Senate. In 2019, the militarized budget accounted for [64.5 percent](https://www.nationalpriorities.org/analysis/2020/militarized-budget-2020/) of all federal discretionary spending. The U.S. has 800 military bases on foreign soil, far more than any other country in the world. According to [Military.com](https://www.military.com/daily-news/2020/02/24/5-most-powerful-armies-world.html#:~:text=In%20what%20shouldn't%20be,and%20742%20special%20mission%20aircraft.), America is the world leader in every significant category of military hardware, and has roughly 1.4 million active-duty military personnel. In 2020, the Stockholm International Peace Research Institute (SIPRI) [found](https://www.pgpf.org/blog/2020/05/the-united-states-spends-more-on-defense-than-the-next-10-countries-combined) that the U.S. allocated more to its military budget than the next 10 nations combined. American military spending is about 2.7 times greater than that of China — which has a much larger population — and more than 10 times higher than Russia's, or that of any other single country. Meanwhile, bureaucratic and operational waste within the defense budget abound. In 2016, for example, it was discovered that the Pentagon had [buried an internal study](https://www.washingtonpost.com/investigations/pentagon-buries-evidence-of-125-billion-in-bureaucratic-waste/2016/12/05/e0668c76-9af6-11e6-a0ed-ab0774c1eaa5_story.html) finding that it had spent some $125 billion in wasteful business operations. More recently, it was [discovered](https://www.vice.com/en/article/939kxa/some-things-we-could-have-done-with-the-billions-wasted-on-a-broken-f-35) that the Pentagon's F-35 fighter jet program — which costed taxpayers somewhere in the neighborhood of $1.5 trillion — has been riddled with software glitches and operational failures since 2006, rendering an untold number of fighter jets (each one costing $100 million) not flight-ready. In spite of all its administrative bloat and operational dysfunction, the military remains exceptionally well-funded. Why, then, would the NSCAI insist it needs billions more for a hypothetical arms race against badly underfunded opponents? The report's authors may tell a better story than the report itself. Jack Poulson, a former Google employee who [resigned](https://theintercept.com/2018/09/13/google-china-search-engine-employee-resigns/) over the company's plan to launch a censored version of its search engine in China, told Salon that profit motives is deeply entrenched in the NSCAI report. "It should not come as a surprise that a commission packed with tech billionaires would call for increased intellectual property protections, oppose regulation (including on Lethal Autonomous Weapons), propose toothless ethics principles, and call for more federal funding of their industry," Poulson said in a statement. Indeed, many commission members are past and present tech executives of companies on the fore of AI — companies that have much to gain from future contracting deals with the Pentagon. The commission's chair, for example, is Eric Schmidt, the former CEO of Google, who remains — as Poulson pointed out — a major shareholder in Alphabet, Google's parent company. Google's head of AI, Andrew Moore, is also a member of the NSCAI. Google already has an extensive history of working with the Pentagon. According to The Intercept, in a federally-funded $70 million program called Project Maven, Google [developed](https://theintercept.com/2018/03/06/google-is-quietly-providing-ai-technology-for-drone-strike-targeting-project/) "algorithmic warfare initiative to apply artificial intelligence solutions to drone targeting." The company [expecting](https://www.theverge.com/2018/6/1/17418406/google-maven-drone-imagery-ai-contract-expire) that revenue would steadily rise from $15 million to $250 million a year for such defense projects. In April of 2018, however, 3,000 Google employees signed an open letter decrying the company's involvement in defense technology, a move that eventually led to Google's ultimate decision to back out of the deal. Schmidt strongly objected to Google's decision, calling it an "[aberration](https://nypost.com/2021/03/02/ai-panel-urges-us-to-boost-tech-skills-amid-chinas-rise/)" within the tech industry, which he felt was otherwise inclined to collaborate with the Defense Department. Former Undersecretary of the Navy Robert Work, the vice chairman of NSCAI, called Google's decision "hypocritical," [using language](https://www.voanews.com/silicon-valley-technology/former-us-defense-official-says-google-has-stepped-moral-hazard) that suggested a new cold war is already underway: "Anything that's going on in the AI center in China is going to the Chinese government and then will ultimately end up in the hands of the Chinese military." Other members of the commission include Oracle CEO Safra Catz, Microsoft chief scientific officer Eric Horvitz, and Andrew Jassy, the future CEO of Amazon Web Services, all of whom received cloud awards as part of the CIA's Commercial Cloud Enterprise (C2E), as Poulson noted. Oracle, Amazon and Microsoft, in fact, are currently involved in an acrimonious legal battle over a $10 billion cloud-computing contract called the Joint Enterprise Defense Initiative (JEDI). The deal was initially considered to be "gift-wrapped" for Amazon until Oracle butted in, [alleging improprieties](https://www.extremetech.com/computing/320577-pentagon-may-dump-10-billion-jedi-program-over-microsoft-amazon-fight). In an odd turn of events, the Pentagon awarded the contract to Microsoft, prompting Amazon to sue the federal government for anti-Amazon bias, based on ex-President Trump's overheated rhetoric. When it comes to securing Big Tech's enormous future contracts with the Pentagon, it appears that Jassy, Catz and Horvitz have set aside their mutual grievances for the time being Other board members of NSCAI include Gilman Louie and Christopher Darby, who are the founder and vice president (respectively) of a CIA-funded nonprofit called In-Q-Tel, which invests money in private companies who are developing technologies that might be useful to the intelligence community. According to a Wall Street Journal [investigation](https://www.wsj.com/articles/the-cias-venture-capital-firm-like-its-sponsor-operates-in-the-shadows-1472587352) from 2015, half of In-Q-Tel's trustees were financially connected to private companies in which In-Q-Tel had invested. Another board member, William Mark, a vice president of SRI International, has served on the Defense Advanced Research Projects Agency (DARPA), a government-run program that [partners with a variety of private companies and research institutions](http://www.darpa.mil/about-us/about-darpa) to "make pivotal investments in breakthrough technologies for national security." DARPA has awarded SRI numerous contracts for the development of speech recognition, translation and, most recently, [deep-fake recognition systems](https://techcrunch.com/2018/04/30/deepfakes-fake-videos-darpa-sri-international-media-forensics/). In other words, nearly everyone involved in preparing or supporting the NSCAI report would seem likely to benefit from the perception that the U.S. is falling behind other nations in vital defense technology. The Defense Department, Poulson told Salon, "prefers to run the race as if it is losing — which happens to increase military budgets, justify post-government consulting careers and help tech CEOs oppose regulation." It's only natural that government authorities would seek out industry experts to consult on AI projects — it's a fast-developing field that almost no one outside the tech world understands. Poulson wonders, however, "whether the U.S. will give human rights organizations — such as Human Rights Watch and the Campaign to Stop Killer Robots — as much of a seat at the table as it does tech billionaires." The very fact that the NSCAI is stacked with panel members with an obvious incentive to weaponize new technologies raises the question whether there needs to be an AI "arms race" at all. That term, of course, harkens back to Cold War hysteria surrounding the threat of nuclear annihilation, which led U.S. lawmakers to grow unduly concerned with the "missile gap," a widely held misconception that the Soviet Union was outpacing the U.S. with superior ballistic missile capabilities. (As intelligence sources knew even at the time, the Soviet nuclear arsenal was in bad shape and much smaller than advertised.) Arms control strategies, in fact, may be a more effective strategy in the AI realm, just as it was with nuclear missiles, especially given that America already collaborates heavily with China in AI research. As Graham Webster [wrote recently](https://www.technologyreview.com/2018/12/19/138211/the-us-and-china-arent-in-a-cold-war-so-stop-calling-it-that/) in MIT Tech Review: Unlike the US and USSR, in which science and technology developed on largely independent tracks, the US and China are part of a globally intertwined ecosystem. Even if the US and China cut off trade with each other, both countries would still have to worry about security risks from components, since risks along the supply chain exist everywhere. [For example](https://www.newamerica.org/cybersecurity-initiative/reports/essay-reframing-the-us-china-ai-arms-race/problem-1-arms-race-framing-is-winner-takes-all), Alibaba, a tech giant on the forefront of AI, has multiple offices in the U.S., and Google AI chief Jeff Dean is an adviser at China's Tsinghua University, which opened an Institute for Artificial Intelligence in June 2018. Stanford University's Artificial Intelligence lab has a partnership with one of China's biggest retailers. In other words, an arms race in which the two nations are locked in silos of information, research and development is not just ethically dubious but logistically impossible. Will China and Russia explore uses of AI in weapons of the future? Almost certainly — both countries have already [signaled](https://www.theverge.com/2017/9/4/16251226/russia-ai-putin-rule-the-world) movement in that direction. But if American politicians and scientists want to maximize the potential of AI, framing its development in terms of an international "arms race" seems like a strategic and philosophical mistake on a huge scale. AI has the potential to revolutionize [health care](https://www.healthcareitnews.com/news/emea/uk-hospital-first-use-ai-cancer-treatment-tool#:~:text=The%20technology%20computes%20hospital%20data,on%20the%20quality%20of%20care.), [education](https://www.nytimes.com/2021/02/23/technology/ai-innovation-privacy-seniors-education.html), [climate science](https://www.forbes.com/sites/bernardmarr/2021/01/04/how-artificial-intelligence-can-power-climate-change-strategy/?sh=69174b6a3482) and many other fields — and those things all play a fundamental role in national security. But these new technologies will not make America more secure if they are understood as weapons of international combat.

#### **AI weapon arms racing causes nuclear war – lack of verification methods and uncertainty about technological trajectory ensures racing likely to escalate.**

**Horowitz 19** [Michael C. Horowitz, Political Science Professor, Director Perry World House, and Perry Professor at the University of Pennsylvania, author of the Diffusion of Power: Causes and Consequences for International Politics and co-author of Why Leaders Fight, “When Speed Skills: Lethal Autonomous Weapon Systems, deterrence and stability, <https://sci-hub.st/https://www.tandfonline.com/doi/abs/10.1080/01402390.2019.1621174?src=recsys&journalCode=fjss20>]

55 All arms races share an underlying political dynamic whereby fear of developments by one or multiple other actors, andthe inability to verify that those actors are not developing particular capabilities, fuels more intense development of new weapon systems than would happen otherwise.56 An arms race in the area of machine autonomy would be no different in that dimension. The root would be inherently political.57 Actors would also have to believe that they would gain an advantage from the developing LAWS, or least be at a significant disadvantage if they did not develop those weapon systems. Jervis argues that arms races occur due to a security dilemma when states have **the** ability to measure each other’s capabilities, but nottheir intentions.58 The opacity surrounding LAWS development might generate increased riskfor arms competition because of potential opacity about capabilities, in addition to the ‘normal’ opacity that exists about intentions. First, it will be extremely difficult for states to credibly demonstrate autonomous weapon capabilities. The difference between a remotely piloted system and an autonomous system is software, not hardware, meaning verification that a given country is operating an autonomous system at all would be difficult. Second, uncertainty about the technological trajectory of machine learning and specific military applications means that countries might have significant uncertainty about other countries’ capabilities. Thus, countries might invest a lot in AI applications to military systems due to fear of what others are developing. The heightened role of uncertainty about what other countries are developing would make an LAWS arms competition different than many historical arms races – for example, the Anglo-German naval arms race prior to World War I. In the Anglo-German naval arms race case, both sides could see the ships being produced by the other side because those ships left port for testing, and were subject to reporting by spies who could observe construction patterns.59 Even though there was some uncertainty about the specific capabilities of battleships and battlecruisers, each side could count the number and size of the guns deployed on each ship. **Third, the rules of engagement for LAWS would also likely be unknown – and use of an LAWS by a state in one engagement might not generate predictability, since a state could change the programming of the system prior to the next engagement.** Thus, opacity surrounding AI capabilities could, potentially, lead to worse case assumptions about capability development by potential adversaries, thus making arms race dynamics more likely. Research on bargaining and war also suggests that uncertainty about capabilities makes it harder for countries to come to agreements when they enter into disputes. Private information about military capabilities means both sides can believe they are likely to win if a dispute escalates.60 The dispute then becomes harder to resolve and more likely to escalate. To the extent that machine learning systems generate more uncertainty due to their opacity, an arms race over machine learning systems might therefore be somewhat more likely to escalate. The extent of the effect would be difficult to determine, however.

#### **Nuclear war causes extinction – ozone layer loss, firestorms, and agricultural disruption.**

**Starr 17** (Steven; Steven Starr is the director of the University of Missouri’s Clinical Laboratory Science Program, as well as a senior scientist at the Physicians for Social Responsibility. He has been published in the Bulletin of the Atomic Scientists and the Strategic Arms Reduction (STAR) website of the Moscow Institute of Physics and Technology; Jan 09, 2017; “Turning a Blind Eye Towards Armageddon — U.S. Leaders Reject Nuclear Winter Studies”; Federation of American Scientists; https://fas.org/2017/01/turning-a-blind-eye-towards-armageddon-u-s-leaders-reject-nuclear-winter-studies/; DOA December 8, 2019; JPark)

The detonation of an atomic bomb with this explosive power will instantly ignite fires over a surface area of three to five square miles. In the recent studies, the scientists calculated that the blast, fire, and radiation from a war fought with 100 atomic bombs could produce direct fatalities comparable to all of those worldwide in World War II, or to those once estimated for a “counterforce” nuclear war between the superpowers. However, the long-term environmental effects of the war could significantly disrupt the global weather for at least a decade, which would likely result in a vast global famine. The scientists predicted that nuclear firestorms in the burning cities would cause at least five million tons of black carbon smoke to quickly rise above cloud level into the stratosphere, where it could not be rained out. The smoke would circle the Earth in less than two weeks and would form a global stratospheric smoke layer that would remain for more than a decade. The smoke would absorb warming sunlight, which would heat the smoke to temperatures near the boiling point of water, producing ozone losses of 20 to 50 percent over populated areas. This would almost double the amount of UV-B reaching the most populated regions of the mid-latitudes, and it would create UV-B indices unprecedented in human history. In North America and Central Europe, the time required to get a painful sunburn at mid-day in June could decrease to as little as six minutes for fair-skinned individuals. As the smoke layer blocked warming sunlight from reaching the Earth’s surface, it would produce the coldest average surface temperatures in the last 1,000 years. The scientists calculated that global food production would decrease by 20 to 40 percent during a five-year period following such a war. Medical experts have predicted that the shortening of growing seasons and corresponding decreases in agricultural production could cause up to two billion people to perish from famine. The climatologists also investigated the effects of a nuclear war fought with the vastly more powerful modern thermonuclear weapons possessed by the United States, Russia, China, France, and England. Some of the thermonuclear weapons constructed during the 1950s and 1960s were 1,000 times more powerful than an atomic bomb. During the last 30 years, the average size of thermonuclear or “strategic” nuclear weapons has decreased. Yet today, each of the approximately 3,540 strategic weapons deployed by the United States and Russia is seven to 80 times more powerful than the atomic bombs modeled in the India-Pakistan study. The smallest strategic nuclear weapon has an explosive power of 100,000 tons of TNT, compared to an atomic bomb with an average explosive power of 15,000 tons of TNT. Strategic nuclear weapons produce much larger nuclear firestorms than do atomic bombs. For example, a standard Russian 800-kiloton warhead, on an average day, will ignite fires covering a surface area of 90 to 152 square miles. A war fought with hundreds or thousands of U.S. and Russian strategic nuclear weapons would ignite immense nuclear firestorms covering land surface areas of many thousands or tens of thousands of square miles. The scientists calculated that these fires would produce up to 180 million tons of black carbon soot and smoke, which would form a dense, global stratospheric smoke layer. The smoke would remain in the stratosphere for 10 to 20 years, and it would block as much as 70 percent of sunlight from reaching the surface of the Northern Hemisphere and 35 percent from the Southern Hemisphere. So much sunlight would be blocked by the smoke that the noonday sun would resemble a full moon at midnight. Under such conditions, it would only require a matter of days or weeks for daily minimum temperatures to fall below freezing in the largest agricultural areas of the Northern Hemisphere, where freezing temperatures would occur every day for a period of between one to more than two years. Average surface temperatures would become colder than those experienced 18,000 years ago at the height of the last Ice Age, and the prolonged cold would cause average rainfall to decrease by up to 90%. Growing seasons would be completely eliminated for more than a decade; it would be too cold and dark to grow food crops, which would doom the majority of the human population.

### **Solvency**

#### **Plan: The United States Government ought to recognize the unconditional right of big tech workers to strike.**

#### **Definition of unconditional right to strike:**

**NLRB 85** [National Labor Relations Board; “Legislative History of the Labor Management Relations Act, 1947: Volume 1,” Jan 1985; <https://play.google.com/store/books/details?id=7o1tA__v4xwC&rdid=book-7o1tA__v4xwC&rdot=1>]

\*\*Edited for gendered language

As for the so-called absolute or **unconditional** right to strike—there are no absolute rights that do not have their **corresponding** **responsibilities**. Under our American Anglo-Saxon system, each individual is **entitled** to the maximum of freedom, provided however (and this provision is of first importance), his [their] freedom has **due** **regard** for the **rights** and **freedoms** of **others**. The very **safeguard** of our freedoms is the recognition of this fundamental principle. I take **issue** very definitely with the suggestion that there is an absolute and **unconditional** **right** to concerted action (which after all is what the **strike** is) which **endangers** the **health** and **welfare** of our people in order to attain a **selfish** **end**.

#### **Tech worker strikes lead to quick, concrete, climate action from policymakers and tech leaders.**

**Baca and Greene ’19** [Amazon, Google, other tech employees protest in support of climate action, Marie Baca and Jay Greene, <https://www.washingtonpost.com/technology/2019/09/20/amazon-google-other-tech-employees-protest-support-climate-action/>, September 20 2019, Education: Stanford University, BA in Human Biology; Stanford University, MA in Communications, Graduate Program in Journalism Marie C. Baca was a breaking news technology and business reporter in San Francisco. She left The Post in December 2019, Education: Macalester College, BA in English; Columbia University, MS in Journalism Jay Greene is a reporter for The Washington Post who is focused on technology coverage in the Pacific Northwest.] [SS]

Thousands of workers at the nation’s largest tech companies were expected to walk off their jobs Friday to urge industry and world leaders to address climate change more aggressively, part of a larger wave of demonstrations expected to draw millions of people across the globe. The group Amazon Employees for Climate Justice said more than 1,800 Amazon employees in 25 cities pledged to walk out. Google Workers for Action on Climate tweeted that they expected about 700 workers to strike as of Thursday. Similar groups that said they were representing employees at Microsoft, Facebook, Twitter, Square and other major tech companies tweeted that they also expected significant numbers of employees to walk out. Hundreds gathered Friday outside Amazon’s headquarters in downtown Seattle as part of the demonstrations. Participants chanted, “Hey hey, ho ho, fossil fuels have got to go” and held signs with messages such as “Amazon, Let’s lead. Zero Emissions By 2030.” Rebecca Sheppard, 28, works in Amazon’s air, science and tech group to make the online retail giant’s planes more efficient. She said she thought about quitting last year over her concerns about Amazon’s massive carbon footprint, but colleagues discouraged her, saying she could effect change by sticking around. “We’ve just got to double down,” she said about employee efforts to produce change. (Amazon founder and chief executive Jeff Bezos owns The Washington Post.) ‘I hope the politicians hear us’: Millions of youth around the world strike for action The strike is being held in advance of a Monday climate summit at the United Nations. U.N. Secretary-General António Guterres has insisted that instead of bringing “fancy speeches” with them to the meeting, the countries must offer concrete commitments such as reaching net zero emissions by 2050 or eliminating the construction of coal-fired power plants. Strike organizers expected more than 1,000 events to take place in the United States alone. The tech workers joined millions of youths from more than 150 countries around the world who skipped school Friday in solidarity with the movement. Among them was 16-year-old Swedish climate activist Greta Thunberg, who has given a speech before the United Nations, met with political and business leaders, and has been nominated for a Nobel Peace Prize for her work. Facebook released a statement Friday expressing its support for employees who chose to walk out and said that the company is “building sustainability into our operations as well as engaging the global community on this important issue with our products.” Microsoft declined to comment. Google, Twitter and Square were not immediately available to comment. At Amazon, the walkout came a day after **Bezos announced a “Climate Pledge” that would require signatories to meet the goals of the Paris climate agreement a decade early. The pledge also requires regular measuring and reporting of emissions, as well as obtaining net zero carbon across businesses by 2040, am**ong other stipulations. U.S. takes a low profile as nations gather in New York to debate steps to combat climate change Bezos said Amazon would be the first company to sign the pledge. Critics, who have long claimed Amazon does little to offset the emissions it produces, say the pact lacks transparency and standardized rules for what is measured and reported. Amazon declined to comment on the walkout. In Seattle, workers who walked out held signs that opposed deals with gas and oil companies. The crowd booed when a speaker noted that Amazon funds climate-denying lobbyists. There was also a speaker from Google. Sarah Read, a user experience researcher with Prime Video, said Thursday’s announcement shows employees are having an impact. She said she believes the Climate Pact is related to an employee-sponsored shareholder resolution that would have required the company create a plan to address climate change, a resolution that failed in spring. Amazon CEO Jeff Bezos announces new ‘Climate Pledge’ ahead of employee protests “It’s a direct response to Amazon employees standing up, speaking out and saying this is important to them,” Read said.

## **Framing**

#### **The standard is maximizing expected well-being or act hedonistic util.**

#### **Pleasure and pain are intrinsically valueable and disvalueable – everything else regresses. Evolutionary knowledge is reliable – broad consensus and robust neuroscience prove.**

**Blum et al. 18**

Kenneth Blum, 1Department of Psychiatry, Boonshoft School of Medicine, Dayton VA Medical Center, Wright State University, Dayton, OH, USA 2Department of Psychiatry, McKnight Brain Institute, University of Florida College of Medicine, Gainesville, FL, USA 3Department of Psychiatry and Behavioral Sciences, Keck Medicine University of Southern California, Los Angeles, CA, USA 4Division of Applied Clinical Research & Education, Dominion Diagnostics, LLC, North Kingstown, RI, USA 5Department of Precision Medicine, Geneus Health LLC, San Antonio, TX, USA 6Department of Addiction Research & Therapy, Nupathways Inc., Innsbrook, MO, USA 7Department of Clinical Neurology, Path Foundation, New York, NY, USA 8Division of Neuroscience-Based Addiction Therapy, The Shores Treatment & Recovery Center, Port Saint Lucie, FL, USA 9Institute of Psychology, Eötvös Loránd University, Budapest, Hungary 10Division of Addiction Research, Dominion Diagnostics, LLC. North Kingston, RI, USA 11Victory Nutrition International, Lederach, PA., USA 12National Human Genome Center at Howard University, Washington, DC., USA, Marjorie Gondré-Lewis, 12National Human Genome Center at Howard University, Washington, DC., USA 13Departments of Anatomy and Psychiatry, Howard University College of Medicine, Washington, DC US, Bruce Steinberg, 4Division of Applied Clinical Research & Education, Dominion Diagnostics, LLC, North Kingstown, RI, USA, Igor Elman, 15Department Psychiatry, Cooper University School of Medicine, Camden, NJ, USA, David Baron, 3Department of Psychiatry and Behavioral Sciences, Keck Medicine University of Southern California, Los Angeles, CA, USA, Edward J Modestino, 14Department of Psychology, Curry College, Milton, MA, USA, Rajendra D Badgaiyan, 15Department Psychiatry, Cooper University School of Medicine, Camden, NJ, USA, Mark S Gold 16Department of Psychiatry, Washington University, St. Louis, MO, USA, “Our evolved unique pleasure circuit makes humans different from apes: Reconsideration of data derived from animal studies”, U.S. Department of Veterans Affairs, 28 February 2018, accessed: 19 August 2020, <https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6446569/>, R.S.

**Pleasure** is not only one of the three primary reward functions but it also **defines reward.** As homeostasis explains the functions of only a limited number of rewards, the principal reason why particular stimuli, objects, events, situations, and activities are rewarding may be due to pleasure. This applies first of all to sex and to the primary homeostatic rewards of food and liquid and extends to money, taste, beauty, social encounters and nonmaterial, internally set, and intrinsic rewards. Pleasure, as the primary effect of rewards, drives the prime reward functions of learning, approach behavior, and decision making and provides the **basis for hedonic theories** of reward function. We are attracted by most rewards and exert intense efforts to obtain them, just because they are enjoyable [10]. Pleasure is a passive reaction that derives from the experience or prediction of reward and may lead to a long-lasting state of happiness. The word happiness is difficult to define. In fact, just obtaining physical pleasure may not be enough. One key to happiness involves a network of good friends. However, it is not obvious how the higher forms of satisfaction and pleasure are related to an ice cream cone, or to your team winning a sporting event. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure [14]. Pleasure as a hallmark of reward is sufficient for defining a reward, but it may not be necessary. A reward may generate positive learning and approach behavior simply because it contains substances that are essential for body function. When we are hungry, we may eat bad and unpleasant meals. A monkey who receives hundreds of small drops of water every morning in the laboratory is unlikely to feel a rush of pleasure every time it gets the 0.1 ml. Nevertheless, with these precautions in mind, we may define any stimulus, object, event, activity, or situation that has the potential to produce pleasure as a reward. In the context of reward deficiency or for disorders of addiction, homeostasis pursues pharmacological treatments: drugs to treat drug addiction, obesity, and other compulsive behaviors. The theory of allostasis suggests broader approaches - such as re-expanding the range of possible pleasures and providing opportunities to expend effort in their pursuit. [15]. It is noteworthy, the first animal studies eliciting approach behavior by electrical brain stimulation interpreted their findings as a discovery of the brain’s pleasure centers [16] which were later partly associated with midbrain dopamine neurons [17–19] despite the notorious difficulties of identifying emotions in animals. Evolutionary theories of pleasure: The love connection BO:D Charles Darwin and other biological scientists that have examined the biological evolution and its basic principles found various mechanisms that steer behavior and biological development. Besides their theory on natural selection, it was particularly the sexual selection process that gained significance in the latter context over the last century, especially when it comes to the question of what makes us “what we are,” i.e., human. However, the capacity to sexually select and evolve is not at all a human accomplishment alone or a sign of our uniqueness; yet, we humans, as it seems, are ingenious in fooling ourselves and others–when we are in love or desperately search for it. It is well established that modern biological theory conjectures that **organisms are** the **result of evolutionary competition.** In fact, Richard Dawkins stresses gene survival and propagation as the basic mechanism of life [20]. Only genes that lead to the fittest phenotype will make it. It is noteworthy that the phenotype is selected based on behavior that maximizes gene propagation. To do so, the phenotype must survive and generate offspring, and be better at it than its competitors. Thus, the ultimate, distal function of rewards is to increase evolutionary fitness by ensuring the survival of the organism and reproduction. It is agreed that learning, approach, economic decisions, and positive emotions are the proximal functions through which phenotypes obtain other necessary nutrients for survival, mating, and care for offspring. Behavioral reward functions have evolved to help individuals to survive and propagate their genes. Apparently, people need to live well and long enough to reproduce. Most would agree that homo-sapiens do so by ingesting the substances that make their bodies function properly. For this reason, foods and drinks are rewards. Additional rewards, including those used for economic exchanges, ensure sufficient palatable food and drink supply. Mating and gene propagation is supported by powerful sexual attraction. Additional properties, like body form, augment the chance to mate and nourish and defend offspring and are therefore also rewards. Care for offspring until they can reproduce themselves helps gene propagation and is rewarding; otherwise, many believe mating is useless. According to David E Comings, as any small edge will ultimately result in evolutionary advantage [21], additional reward mechanisms like novelty seeking and exploration widen the spectrum of available rewards and thus enhance the chance for survival, reproduction, and ultimate gene propagation. These functions may help us to obtain the benefits of distant rewards that are determined by our own interests and not immediately available in the environment. Thus the distal reward function in gene propagation and evolutionary fitness defines the proximal reward functions that we see in everyday behavior. That is why foods, drinks, mates, and offspring are rewarding. There have been theories linking pleasure as a required component of health benefits salutogenesis, (salugenesis). In essence, under these terms, pleasure is described as a state or feeling of happiness and satisfaction resulting from an experience that one enjoys. Regarding pleasure, it is a double-edged sword, on the one hand, it promotes positive feelings (like mindfulness) and even better cognition, possibly through the release of dopamine [22]. But on the other hand, pleasure simultaneously encourages addiction and other negative behaviors, i.e., motivational toxicity. It is a complex neurobiological phenomenon, relying on reward circuitry or limbic activity. It is important to realize that through the “Brain Reward Cascade” (BRC) endorphin and endogenous morphinergic mechanisms may play a role [23]. While natural rewards are essential for survival and appetitive motivation leading to beneficial biological behaviors like eating, sex, and reproduction, crucial social interactions seem to further facilitate the positive effects exerted by pleasurable experiences. Indeed, experimentation with addictive drugs is capable of directly acting on reward pathways and causing deterioration of these systems promoting hypodopaminergia [24]. Most would agree that pleasurable activities can stimulate personal growth and may help to induce healthy behavioral changes, including stress management [25]. The work of Esch and Stefano [26] concerning the link between compassion and love implicate the brain reward system, and pleasure induction suggests that social contact in general, i.e., love, attachment, and compassion, can be highly effective in stress reduction, survival, and overall health. Understanding the role of neurotransmission and pleasurable states both positive and negative have been adequately studied over many decades [26–37], but comparative anatomical and neurobiological function between animals and homo sapiens appear to be required and seem to be in an infancy stage. Finding happiness is different between apes and humans As stated earlier in this expert opinion one key to happiness involves a network of good friends [38]. However, it is not entirely clear exactly how the higher forms of satisfaction and pleasure are related to a sugar rush, winning a sports event or even sky diving, all of which augment dopamine release at the reward brain site. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure. Remarkably, there are pathways for ordinary liking and pleasure, which are limited in scope as described above in this commentary. However, there are **many brain regions**, often termed hot and cold spots, that significantly **modulate** (increase or decrease) our **pleasure or** even **produce the opposite** of pleasure— that is disgust and fear [39]. One specific region of the nucleus accumbens is organized like a computer keyboard, with particular stimulus triggers in rows— producing an increase and decrease of pleasure and disgust. Moreover, the cortex has unique roles in the cognitive evaluation of our feelings of pleasure [40]. Importantly, the interplay of these multiple triggers and the higher brain centers in the prefrontal cortex are very intricate and are just being uncovered. Desire and reward centers It is surprising that many different sources of pleasure activate the same circuits between the mesocorticolimbic regions (Figure 1). Reward and desire are two aspects pleasure induction and have a very widespread, large circuit. Some part of this circuit distinguishes between desire and dread. The so-called pleasure circuitry called “REWARD” involves a well-known dopamine pathway in the mesolimbic system that can influence both pleasure and motivation. In simplest terms, the well-established mesolimbic system is a dopamine circuit for reward. It starts in the ventral tegmental area (VTA) of the midbrain and travels to the nucleus accumbens (Figure 2). It is the cornerstone target to all addictions. The VTA is encompassed with neurons using glutamate, GABA, and dopamine. The nucleus accumbens (NAc) is located within the ventral striatum and is divided into two sub-regions—the motor and limbic regions associated with its core and shell, respectively. The NAc has spiny neurons that receive dopamine from the VTA and glutamate (a dopamine driver) from the hippocampus, amygdala and medial prefrontal cortex. Subsequently, the NAc projects GABA signals to an area termed the ventral pallidum (VP). The region is a relay station in the limbic loop of the basal ganglia, critical for motivation, behavior, emotions and the “Feel Good” response. This defined system of the brain is involved in all addictions –substance, and non –substance related. In 1995, our laboratory coined the term “Reward Deficiency Syndrome” (RDS) to describe genetic and epigenetic induced hypodopaminergia in the “Brain Reward Cascade” that contribute to addiction and compulsive behaviors [3,6,41]. Furthermore, ordinary “liking” of something, or pure pleasure, is represented by small regions mainly in the limbic system (old reptilian part of the brain). These may be part of larger neural circuits. In Latin, hedus is the term for “sweet”; and in Greek, hodone is the term for “pleasure.” Thus, the word Hedonic is now referring to various subcomponents of pleasure: some associated with purely sensory and others with more complex emotions involving morals, aesthetics, and social interactions. The capacity to have pleasure is part of being healthy and may even extend life, especially if linked to optimism as a dopaminergic response [42]. Psychiatric illness often includes symptoms of an abnormal inability to experience pleasure, referred to as anhedonia. A negative feeling state is called dysphoria, which can consist of many emotions such as pain, depression, anxiety, fear, and disgust. Previously many scientists used animal research to uncover the complex mechanisms of pleasure, liking, motivation and even emotions like panic and fear, as discussed above [43]. However, as a significant amount of related research about the specific brain regions of pleasure/reward circuitry has been derived from invasive studies of animals, these cannot be directly compared with subjective states experienced by humans. In an attempt to resolve the controversy regarding the causal contributions of mesolimbic dopamine systems to reward, we have previously evaluated the three-main competing explanatory categories: “liking,” “learning,” and “wanting” [3]. That is, dopamine may mediate (a) liking: the hedonic impact of reward, (b) learning: learned predictions about rewarding effects, or (c) wanting: the pursuit of rewards by attributing incentive salience to reward-related stimuli [44]. We have evaluated these hypotheses, especially as they relate to the RDS, and we find that the incentive salience or “wanting” hypothesis of dopaminergic functioning is supported by a majority of the scientific evidence. Various neuroimaging studies have shown that anticipated behaviors such as sex and gaming, delicious foods and drugs of abuse all affect brain regions associated with reward networks, and may not be unidirectional. Drugs of abuse enhance dopamine signaling which sensitizes mesolimbic brain mechanisms that apparently evolved explicitly to attribute incentive salience to various rewards [45]. Addictive substances are voluntarily self-administered, and they enhance (directly or indirectly) dopaminergic synaptic function in the NAc. This activation of the brain reward networks (producing the ecstatic “high” that users seek). Although these circuits were initially thought to encode a set point of hedonic tone, it is now being considered to be far more complicated in function, also encoding attention, reward expectancy, disconfirmation of reward expectancy, and incentive motivation [46]. The argument about addiction as a disease may be confused with a predisposition to substance and nonsubstance rewards relative to the extreme effect of drugs of abuse on brain neurochemistry. The former sets up an individual to be at high risk through both genetic polymorphisms in reward genes as well as harmful epigenetic insult. Some Psychologists, even with all the data, still infer that addiction is not a disease [47]. Elevated stress levels, together with polymorphisms (genetic variations) of various dopaminergic genes and the genes related to other neurotransmitters (and their genetic variants), and may have an additive effect on vulnerability to various addictions [48]. In this regard, Vanyukov, et al. [48] suggested based on review that whereas the gateway hypothesis does not specify mechanistic connections between “stages,” and does not extend to the risks for addictions the concept of common liability to addictions may be more parsimonious. The latter theory is grounded in genetic theory and supported by data identifying common sources of variation in the risk for specific addictions (e.g., RDS). This commonality has identifiable neurobiological substrate and plausible evolutionary explanations. Over many years the controversy of dopamine involvement in especially “pleasure” has led to confusion concerning separating motivation from actual pleasure (wanting versus liking) [49]. We take the position that animal studies cannot provide real clinical information as described by self-reports in humans. As mentioned earlier and in the abstract, on November 23rd, 2017, evidence for our concerns was discovered [50] In essence, although nonhuman primate brains are similar to our own, the disparity between other primates and those of human cognitive abilities tells us that surface similarity is not the whole story. Sousa et al. [50] small case found various differentially expressed genes, to associate with pleasure related systems. Furthermore, the dopaminergic interneurons located in the human neocortex were absent from the neocortex of nonhuman African apes. Such differences in neuronal transcriptional programs may underlie a variety of neurodevelopmental disorders. In simpler terms, the system controls the production of dopamine, a chemical messenger that plays a significant role in pleasure and rewards. The senior author, Dr. Nenad Sestan from Yale, stated: “Humans have evolved a dopamine system that is different than the one in chimpanzees.” This may explain why the behavior of humans is so unique from that of non-human primates, even though our brains are so surprisingly similar, Sestan said: “It might also shed light on why people are vulnerable to mental disorders such as autism (possibly even addiction).” Remarkably, this research finding emerged from an extensive, multicenter collaboration to compare the brains across several species. These researchers examined 247 specimens of neural tissue from six humans, five chimpanzees, and five macaque monkeys. Moreover, these investigators analyzed which genes were turned on or off in 16 regions of the brain. While the differences among species were subtle, **there was** a **remarkable contrast in** the **neocortices**, specifically in an area of the brain that is much more developed in humans than in chimpanzees. In fact, these researchers found that a gene called tyrosine hydroxylase (TH) for the enzyme, responsible for the production of dopamine, was expressed in the neocortex of humans, but not chimpanzees. As discussed earlier, dopamine is best known for its essential role within the brain’s reward system; the very system that responds to everything from sex, to gambling, to food, and to addictive drugs. However, dopamine also assists in regulating emotional responses, memory, and movement. Notably, abnormal dopamine levels have been linked to disorders including Parkinson’s, schizophrenia and spectrum disorders such as autism and addiction or RDS. Nora Volkow, the director of NIDA, pointed out that one alluring possibility is that the neurotransmitter dopamine plays a substantial role in humans’ ability to pursue various rewards that are perhaps months or even years away in the future. This same idea has been suggested by Dr. Robert Sapolsky, a professor of biology and neurology at Stanford University. Dr. Sapolsky cited evidence that dopamine levels rise dramatically in humans when we anticipate potential rewards that are uncertain and even far off in our futures, such as retirement or even the possible alterlife. This may explain what often motivates people to work for things that have no apparent short-term benefit [51]. In similar work, Volkow and Bale [52] proposed a model in which dopamine can favor NOW processes through phasic signaling in reward circuits or LATER processes through tonic signaling in control circuits. Specifically, they suggest that through its modulation of the orbitofrontal cortex, which processes salience attribution, dopamine also enables shilting from NOW to LATER, while its modulation of the insula, which processes interoceptive information, influences the probability of selecting NOW versus LATER actions based on an individual’s physiological state. This hypothesis further supports the concept that disruptions along these circuits contribute to diverse pathologies, including obesity and addiction or RDS.

Outweighs on magnitude- loss of future generations

Death is bad-kills subject itself, takes away ability for future improvement

### **Underview**

**Underview**

**[1] 1AR theory is legit – anything else means infinite abuse – drop the debater, competing interps, no rvis and the highest layer of the round – 1AR is too short to make up for the time trade-off – no RVIs or 2NR theory and paradigm issues– 6 min 2NR means they can brute force me every time.**

**[2] Assume I-meets to spec shells since bidirectional shells and infinite regress prove abuse is inescapable**

**[3] Give me new 2AR weighing and arguments - I only know what arguments I have to weigh against in the 2NR, but they know in the 1AR.**

**4] Aff RVIs- A] I have a 4 minute 1AR to answer T or Theory which skews my time from other arguments. T bites out of a higher percentage of my rebuttal time. B] No risk issue for the negative, you can go for it in the 2nr if I undercover but if I over allocate you can just kick it.**

**5] No new 2nr theory or paradigm arguments- incentivize them to dump on theory ion the 2nr and win every time cuz of the skew**