## 1

#### I negate the resolution Resolved: A just government ought to recognize a workers unconditional right to strike

#### The Value is Morality because the word “ought” implies a moral obligation

#### The value criterion is utilitarianism defined as the greatest amount of good for the greatest amount of people

#### Prefer –

#### 1 – Pleasure and pain *are* intrinsic value and disvalue – everything else *regresses* – robust neuroscience.
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**Pleasure** is not only one of the three primary reward functions but it also **defines reward.** As homeostasis explains the functions of only a limited number of rewards, the principal reason why particular stimuli, objects, events, situations, and activities are rewarding may be due to pleasure. This applies first of all to sex and to the primary homeostatic rewards of food and liquid and extends to money, taste, beauty, social encounters and nonmaterial, internally set, and intrinsic rewards. Pleasure, as the primary effect of rewards, drives the prime reward functions of learning, approach behavior, and decision making and provides the **basis for hedonic theories** of reward function. We are attracted by most rewards and exert intense efforts to obtain them, just because they are enjoyable [10].

Pleasure is a passive reaction that derives from the experience or prediction of reward and may lead to a long-lasting state of happiness. The word happiness is difficult to define. In fact, just obtaining physical pleasure may not be enough. One key to happiness involves a network of good friends. However, it is not obvious how the higher forms of satisfaction and pleasure are related to an ice cream cone, or to your team winning a sporting event. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure [14].

Pleasure as a hallmark of reward is sufficient for defining a reward, but it may not be necessary. A reward may generate positive learning and approach behavior simply because it contains substances that are essential for body function. When we are hungry, we may eat bad and unpleasant meals. A monkey who receives hundreds of small drops of water every morning in the laboratory is unlikely to feel a rush of pleasure every time it gets the 0.1 ml. Nevertheless, with these precautions in mind, we may define any stimulus, object, event, activity, or situation that has the potential to produce pleasure as a reward. In the context of reward deficiency or for disorders of addiction, homeostasis pursues pharmacological treatments: drugs to treat drug addiction, obesity, and other compulsive behaviors. The theory of allostasis suggests broader approaches - such as re-expanding the range of possible pleasures and providing opportunities to expend effort in their pursuit. [15]. It is noteworthy, the first animal studies eliciting approach behavior by electrical brain stimulation interpreted their findings as a discovery of the brain’s pleasure centers [16] which were later partly associated with midbrain dopamine neurons [17–19] despite the notorious difficulties of identifying emotions in animals.

Evolutionary theories of pleasure: The love connection BO:D

Charles Darwin and other biological scientists that have examined the biological evolution and its basic principles found various mechanisms that steer behavior and biological development. Besides their theory on natural selection, it was particularly the sexual selection process that gained significance in the latter context over the last century, especially when it comes to the question of what makes us “what we are,” i.e., human. However, the capacity to sexually select and evolve is not at all a human accomplishment alone or a sign of our uniqueness; yet, we humans, as it seems, are ingenious in fooling ourselves and others–when we are in love or desperately search for it.

It is well established that modern biological theory conjectures that **organisms are** the **result of evolutionary competition.** In fact, Richard Dawkins stresses gene survival and propagation as the basic mechanism of life [20]. Only genes that lead to the fittest phenotype will make it. It is noteworthy that the phenotype is selected based on behavior that maximizes gene propagation. To do so, the phenotype must survive and generate offspring, and be better at it than its competitors. Thus, the ultimate, distal function of rewards is to increase evolutionary fitness by ensuring the survival of the organism and reproduction. It is agreed that learning, approach, economic decisions, and positive emotions are the proximal functions through which phenotypes obtain other necessary nutrients for survival, mating, and care for offspring.

Behavioral reward functions have evolved to help individuals to survive and propagate their genes. Apparently, people need to live well and long enough to reproduce. Most would agree that homo-sapiens do so by ingesting the substances that make their bodies function properly. For this reason, foods and drinks are rewards. Additional rewards, including those used for economic exchanges, ensure sufficient palatable food and drink supply. Mating and gene propagation is supported by powerful sexual attraction. Additional properties, like body form, augment the chance to mate and nourish and defend offspring and are therefore also rewards. Care for offspring until they can reproduce themselves helps gene propagation and is rewarding; otherwise, many believe mating is useless. According to David E Comings, as any small edge will ultimately result in evolutionary advantage [21], additional reward mechanisms like novelty seeking and exploration widen the spectrum of available rewards and thus enhance the chance for survival, reproduction, and ultimate gene propagation. These functions may help us to obtain the benefits of distant rewards that are determined by our own interests and not immediately available in the environment. Thus the distal reward function in gene propagation and evolutionary fitness defines the proximal reward functions that we see in everyday behavior. That is why foods, drinks, mates, and offspring are rewarding.

There have been theories linking pleasure as a required component of health benefits salutogenesis, (salugenesis). In essence, under these terms, pleasure is described as a state or feeling of happiness and satisfaction resulting from an experience that one enjoys. Regarding pleasure, it is a double-edged sword, on the one hand, it promotes positive feelings (like mindfulness) and even better cognition, possibly through the release of dopamine [22]. But on the other hand, pleasure simultaneously encourages addiction and other negative behaviors, i.e., motivational toxicity. It is a complex neurobiological phenomenon, relying on reward circuitry or limbic activity. It is important to realize that through the “Brain Reward Cascade” (BRC) endorphin and endogenous morphinergic mechanisms may play a role [23]. While natural rewards are essential for survival and appetitive motivation leading to beneficial biological behaviors like eating, sex, and reproduction, crucial social interactions seem to further facilitate the positive effects exerted by pleasurable experiences. Indeed, experimentation with addictive drugs is capable of directly acting on reward pathways and causing deterioration of these systems promoting hypodopaminergia [24]. Most would agree that pleasurable activities can stimulate personal growth and may help to induce healthy behavioral changes, including stress management [25]. The work of Esch and Stefano [26] concerning the link between compassion and love implicate the brain reward system, and pleasure induction suggests that social contact in general, i.e., love, attachment, and compassion, can be highly effective in stress reduction, survival, and overall health.

Understanding the role of neurotransmission and pleasurable states both positive and negative have been adequately studied over many decades [26–37], but comparative anatomical and neurobiological function between animals and homo sapiens appear to be required and seem to be in an infancy stage.

Finding happiness is different between apes and humans

As stated earlier in this expert opinion one key to happiness involves a network of good friends [38]. However, it is not entirely clear exactly how the higher forms of satisfaction and pleasure are related to a sugar rush, winning a sports event or even sky diving, all of which augment dopamine release at the reward brain site. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure.

Remarkably, there are pathways for ordinary liking and pleasure, which are limited in scope as described above in this commentary. However, there are **many brain regions**, often termed hot and cold spots, that significantly **modulate** (increase or decrease) our **pleasure or** even produce **the opposite** of pleasure— that is disgust and fear [39]. One specific region of the nucleus accumbens is organized like a computer keyboard, with particular stimulus triggers in rows— producing an increase and decrease of pleasure and disgust. Moreover, the cortex has unique roles in the cognitive evaluation of our feelings of pleasure [40]. Importantly, the interplay of these multiple triggers and the higher brain centers in the prefrontal cortex are very intricate and are just being uncovered.

Desire and reward centers

It is surprising that many different sources of pleasure activate the same circuits between the mesocorticolimbic regions (Figure 1). Reward and desire are two aspects pleasure induction and have a very widespread, large circuit. Some part of this circuit distinguishes between desire and dread. The so-called pleasure circuitry called “REWARD” involves a well-known dopamine pathway in the mesolimbic system that can influence both pleasure and motivation.

In simplest terms, the well-established mesolimbic system is a dopamine circuit for reward. It starts in the ventral tegmental area (VTA) of the midbrain and travels to the nucleus accumbens (Figure 2). It is the cornerstone target to all addictions. The VTA is encompassed with neurons using glutamate, GABA, and dopamine. The nucleus accumbens (NAc) is located within the ventral striatum and is divided into two sub-regions—the motor and limbic regions associated with its core and shell, respectively. The NAc has spiny neurons that receive dopamine from the VTA and glutamate (a dopamine driver) from the hippocampus, amygdala and medial prefrontal cortex. Subsequently, the NAc projects GABA signals to an area termed the ventral pallidum (VP). The region is a relay station in the limbic loop of the basal ganglia, critical for motivation, behavior, emotions and the “Feel Good” response. This defined system of the brain is involved in all addictions –substance, and non –substance related. In 1995, our laboratory coined the term “Reward Deficiency Syndrome” (RDS) to describe genetic and epigenetic induced hypodopaminergia in the “Brain Reward Cascade” that contribute to addiction and compulsive behaviors [3,6,41].

Furthermore, ordinary “liking” of something, or pure pleasure, is represented by small regions mainly in the limbic system (old reptilian part of the brain). These may be part of larger neural circuits. In Latin, hedus is the term for “sweet”; and in Greek, hodone is the term for “pleasure.” Thus, the word Hedonic is now referring to various subcomponents of pleasure: some associated with purely sensory and others with more complex emotions involving morals, aesthetics, and social interactions. The capacity to have pleasure is part of being healthy and may even extend life, especially if linked to optimism as a dopaminergic response [42].

Psychiatric illness often includes symptoms of an abnormal inability to experience pleasure, referred to as anhedonia. A negative feeling state is called dysphoria, which can consist of many emotions such as pain, depression, anxiety, fear, and disgust. Previously many scientists used animal research to uncover the complex mechanisms of pleasure, liking, motivation and even emotions like panic and fear, as discussed above [43]. However, as a significant amount of related research about the specific brain regions of pleasure/reward circuitry has been derived from invasive studies of animals, these cannot be directly compared with subjective states experienced by humans.

In an attempt to resolve the controversy regarding the causal contributions of mesolimbic dopamine systems to reward, we have previously evaluated the three-main competing explanatory categories: “liking,” “learning,” and “wanting” [3]. That is, dopamine may mediate (a) liking: the hedonic impact of reward, (b) learning: learned predictions about rewarding effects, or (c) wanting: the pursuit of rewards by attributing incentive salience to reward-related stimuli [44]. We have evaluated these hypotheses, especially as they relate to the RDS, and we find that the incentive salience or “wanting” hypothesis of dopaminergic functioning is supported by a majority of the scientific evidence. Various neuroimaging studies have shown that anticipated behaviors such as sex and gaming, delicious foods and drugs of abuse all affect brain regions associated with reward networks, and may not be unidirectional. Drugs of abuse enhance dopamine signaling which sensitizes mesolimbic brain mechanisms that apparently evolved explicitly to attribute incentive salience to various rewards [45].

Addictive substances are voluntarily self-administered, and they enhance (directly or indirectly) dopaminergic synaptic function in the NAc. This activation of the brain reward networks (producing the ecstatic “high” that users seek). Although these circuits were initially thought to encode a set point of hedonic tone, it is now being considered to be far more complicated in function, also encoding attention, reward expectancy, disconfirmation of reward expectancy, and incentive motivation [46]. The argument about addiction as a disease may be confused with a predisposition to substance and nonsubstance rewards relative to the extreme effect of drugs of abuse on brain neurochemistry. The former sets up an individual to be at high risk through both genetic polymorphisms in reward genes as well as harmful epigenetic insult. Some Psychologists, even with all the data, still infer that addiction is not a disease [47]. Elevated stress levels, together with polymorphisms (genetic variations) of various dopaminergic genes and the genes related to other neurotransmitters (and their genetic variants), and may have an additive effect on vulnerability to various addictions [48]. In this regard, Vanyukov, et al. [48] suggested based on review that whereas the gateway hypothesis does not specify mechanistic connections between “stages,” and does not extend to the risks for addictions the concept of common liability to addictions may be more parsimonious. The latter theory is grounded in genetic theory and supported by data identifying common sources of variation in the risk for specific addictions (e.g., RDS). This commonality has identifiable neurobiological substrate and plausible evolutionary explanations.

Over many years the controversy of dopamine involvement in especially “pleasure” has led to confusion concerning separating motivation from actual pleasure (wanting versus liking) [49]. We take the position that animal studies cannot provide real clinical information as described by self-reports in humans. As mentioned earlier and in the abstract, on November 23rd, 2017, evidence for our concerns was discovered [50]

In essence, although nonhuman primate brains are similar to our own, the disparity between other primates and those of human cognitive abilities tells us that surface similarity is not the whole story. Sousa et al. [50] small case found various differentially expressed genes, to associate with pleasure related systems. Furthermore, the dopaminergic interneurons located in the human neocortex were absent from the neocortex of nonhuman African apes. Such differences in neuronal transcriptional programs may underlie a variety of neurodevelopmental disorders.

In simpler terms, the system controls the production of dopamine, a chemical messenger that plays a significant role in pleasure and rewards. The senior author, Dr. Nenad Sestan from Yale, stated: “Humans have evolved a dopamine system that is different than the one in chimpanzees.” This may explain why the behavior of humans is so unique from that of non-human primates, even though our brains are so surprisingly similar, Sestan said: “It might also shed light on why people are vulnerable to mental disorders such as autism (possibly even addiction).” Remarkably, this research finding emerged from an extensive, multicenter collaboration to compare the brains across several species. These researchers examined 247 specimens of neural tissue from six humans, five chimpanzees, and five macaque monkeys. Moreover, these investigators analyzed which genes were turned on or off in 16 regions of the brain. While the differences among species were subtle, **there was** a **remarkable contrast in** the **neocortices**, specifically in an area of the brain that is much more developed in humans than in chimpanzees. In fact, these researchers found that a gene called tyrosine hydroxylase (TH) for the enzyme, responsible for the production of dopamine, was expressed in the neocortex of humans, but not chimpanzees. As discussed earlier, dopamine is best known for its essential role within the brain’s reward system; the very system that responds to everything from sex, to gambling, to food, and to addictive drugs. However, dopamine also assists in regulating emotional responses, memory, and movement. Notably, abnormal dopamine levels have been linked to disorders including Parkinson’s, schizophrenia and spectrum disorders such as autism and addiction or RDS.

Nora Volkow, the director of NIDA, pointed out that one alluring possibility is that the neurotransmitter dopamine plays a substantial role in humans’ ability to pursue various rewards that are perhaps months or even years away in the future. This same idea has been suggested by Dr. Robert Sapolsky, a professor of biology and neurology at Stanford University. Dr. Sapolsky cited evidence that dopamine levels rise dramatically in humans when we anticipate potential rewards that are uncertain and even far off in our futures, such as retirement or even the possible alterlife. This may explain what often motivates people to work for things that have no apparent short-term benefit [51]. In similar work, Volkow and Bale [52] proposed a model in which dopamine can favor NOW processes through phasic signaling in reward circuits or LATER processes through tonic signaling in control circuits. Specifically, they suggest that through its modulation of the orbitofrontal cortex, which processes salience attribution, dopamine also enables shilting from NOW to LATER, while its modulation of the insula, which processes interoceptive information, influences the probability of selecting NOW versus LATER actions based on an individual’s physiological state. This hypothesis further supports the concept that disruptions along these circuits contribute to diverse pathologies, including obesity and addiction or RDS.

#### Extinction first –

#### 1 – Forecloses future improvement – we can never improve society because our impact is irreversible

#### 2 – Turns suffering – mass death causes suffering because people can’t get access to resources and basic necessities

#### 3 – Moral obligation – allowing people to die is unethical and should be prevented because it creates ethics towards other people

#### 4 – Objectivity – body count is the most objective way to calculate impacts because comparing suffering is unethical

#### 5 – Moral uncertainty – if we’re unsure about which interpretation of the world is true – we ought to preserve the world to keep debating about it

## 2

### Contention 1: Business Confidence

#### Business confidence is high now and is leading to economic growth

Conference Board 5/19 Conference Board. “The Conference Board Measure of CEO Confidence™.” CEO Confidence Hit All-Time High in Q2 | The Conference Board, 19 May 2021, www.conference-board.org/research/CEO-Confidence/.

Another Quarter of Soaring Optimism Leaves CEO Confidence at Highest Level since Measure began in 1976 The Conference Board Measure of CEO Confidence™ in collaboration with The Business Council improved further in the second quarter of 2021, following a sharp increase in Q1. The measure now stands at 82, up from 73. This marks the highest level of CEO confidence recorded since the measure began in 1976. (A reading above 50 points reflects more positive than negative responses.) CEOs’ assessment of current economic conditions rose substantially, after slightly moderating last quarter. In Q2, 94 percent said conditions are better compared to six months ago, up from 67 percent in Q1. CEOs also expressed greater optimism about conditions in their own industries, with 89 percent reporting better conditions compared to six months ago, up from 68 percent in Q1. Historically high expectations in Q1 climbed even further in Q2: 88 percent of CEOs expect economic conditions to improve over the next six months, up from 82 percent. “This quarter’s survey marks a remarkable turnaround from a year ago—when CEO confidence reached a nadir of 34 at the height of COVID-19’s first wave,” said Dana Peterson, Chief Economist of The Conference Board. “For CEOs, the challenge of navigating a once-in-a-century pandemic is receding, as the focus turns to hiring and investing to compete in an economy poised to see the fastest growth in decades over the months ahead.” In the job market, the pace of hiring is expected to accelerate over the next 12 months, with 54 percent of CEOs expecting to expand their workforce, up from 47 percent in Q1. While the outlook for wages was virtually unchanged in Q2, more CEOs are reporting difficulty finding qualified workers—57 percent in Q2, up from 50 percent in Q1. “Optimism is surging in C-suites and boardrooms across industries,” said Roger W. Ferguson, Jr., Vice Chairman of The Business Council and Trustee of The Conference Board. “For CEOs, the challenge is no longer staying afloat, but keeping pace—in particular, with a likely resurgence of the labor shortages experienced before the pandemic.” Current Conditions CEOs’ assessment of general economic conditions rose sharply in Q2: 94% of CEOs reported economic conditions were better compared to six months ago, up from 67% in Q1. Only 2% said conditions were worse, down from 10%. CEOs were similarly optimistic about conditions in their own industries in Q2: 89% of CEOs reported that conditions in their industries were better compared to six months ago, up from 68%. Only 4% said conditions in their own industries were worse, down from 8%. Future Conditions Expectations about the short-term economic outlook improved further in Q2: 88% percent of CEOs said they expect economic conditions to improve over the next six months, up from 82% in Q1. Only 1% expect conditions to worsen, down from 7%. CEOs’ expectations regarding short-term prospects in their own industries also improved in Q2: 81% of CEOs expect conditions in their own industry to improve over the next six months, up from 78%. Only 4% expected conditions to worsen, down from 7%. Capital Spending, Employment, Recruiting, and Wages The survey also gauged CEOs’ expectations about four key actions their companies plan on taking over the next 12 months. Capital Spending: 47% of CEOs expect to increase their capital budgets in the year ahead, up from 45% in Q1. Employment: 54% of CEOs expect to expand their workforce, up from 47% in Q1. Hiring Qualified People: 57% of CEOs report some problems attracting qualified workers, up from 50% in Q1. Notably, 28% report difficulties that cut across the organization, rather than concentrated in a few key areas—up from 18% in Q1. Wages: 37% of CEOs expect to increase wages by 3% or more over the next year, virtually unchanged from 36% in Q1.

#### A shift towards pro union policies and helping bargaining power during worker strikes cause businesses to fail and undermine confidence due to a sudden shift left by the current administration.

John DiNardo University of Michigan, Ann Arbor and NBER David S. Lee UC Berkeley and NBER https://www.princeton.edu/~davidlee/wp/unionbf.pdf

It is widely understood that unions raise the cost of labor by raising members’ wages above market rates.1 Unions also impose other costs on employers - limiting discretion in hiring and firing, for example, and altering the structure of pay differentials across skill groups. A key question for understanding the social costs of unionization is whether the wage premiums and other costs of unionism create large or small distortions in the allocation of labor.2 These distortions can take the form of reduced employment at unionized firms, or most dramatically, an accelerated pace of business failures. The potentially adverse effects of unions on firm survival are acknowledged by employers and employees alike. During union organizing drives, firms routinely threaten to close a plant if the union drive is successful [Bronfenbrenner 2000]. Employees seem to take these threats seriously: the risk of plant closure is cited as the leading cause of union withdrawal from organizing attempts [Commission for Labor Cooperation 1997]. Such risks are arguably higher now, in light of rapidly expanding trade with low-wage countries such as China and Mexico, and increasing international capital mobility.

#### Business confidence dictates growth

McQuarie 16 McQuarie, Economic risk consulting firm, 5 factors that impact business and consumer confidence, 25 May 2016 <https://www.macquarie.com/au/advisers/expertise/market-insights/business-consumer-confidence-australia> TR

In 1933, US President Franklin D. Roosevelt pointedly noted that "confidence... thrives on honesty, on honour, on the sacredness of obligations, on faithful protection and on unselfish performance. Without them it cannot live". And over 80 years later these words still resonate with political, policy and business leaders as they grapple with increasingly fickle cycles of consumer and business confidence. To be fair, global policymakers are currently confronting a perplexing set of factors in the aftermath of the financial crisis and major central banks' deployment of unconventional monetary policy via unprecedented asset purchase programs and negative interest rates. Arguably, the crisis of 2008-09 and its legacy continue to cast some doubt on the effectiveness and accountability of policymaking institutions in the major developed economies. Confidence levels in the major developed economies have also been influenced by concerns about the socioeconomic consequences of the unrelenting pressure for ‘structural change’ in an increasingly competitive global economic system. At the household/consumer level, a key concern has been persistently high levels of unemployment faced in some regions and subdued income growth in developed economies, while for businesses, sluggish demand and highly competitive operating conditions continue to influence perceptions of resilience and confidence. Consequently, as the global economy moves into the second half of 2016 it is important to understand the causes and consequences of shifts in consumer and business confidence and the possible implications for the business cycle and macroeconomic policy settings. Confidence may be a case of shifting sands With policymakers in the major economies working hard to restore and maintain confidence levels and shifts in sentiment indicators playing a key role in risk assessments of investors, it is worthwhile to consider the various influences on this qualitative economic measure. Our analysis of the various indicators of consumer and business confidence that are regularly published highlight several common factors that have the potential to cause marked shifts in sentiment; including: Changes in interest rates and/or exchange rates, particularly if they are rapid, large and unexpected Swings in the business cycle and associated movements in employment/unemployment levels and business investment intentions Shifts in the relative prices of nondiscretionary goods and services, notably petrol, healthcare, education and utilities prices Large external economic and/or financial shocks, such as the financial crisis of 2008/09 and the Eurozone sovereign debt crisis of 2010/11 Announced policy shifts in the stance of government fiscal policy, including large structural spending cuts or increases/decreases in taxation rates. Interestingly, it is widely accepted by economists that the financial economy operating via interest rates and exchange rates acts as a buffer for the real economy in terms of external shocks, but this effect can often be magnified due to the out-sized impact on consumer and business confidence. For example, Australia was not directly affected by either the financial crisis or the subsequent Eurozone debt crisis, but on both occasions a considerable upsurge in general anxiety and slumping confidence were recorded. Australian households and businesses reported concerns about the economy's vulnerability in the face of unprecedented upheaval in global financial markets. Not surprisingly, in some quarters concerns continue to be expressed that small open economies such as Australia and New Zealand often experience disproportionate reactions to economic and financial disturbances that emanate from much larger and more complex economies, including the US, the Eurozone, Japan, and China. To be sure, we are not suggesting that economic policymakers should maintain inappropriate macro policy settings in order to buoy consumer and business confidence. Rather, the announcement and implementation of shifts in key macro policy needs to be sensitive to the psychological impact on households and firms in the real economy. It is the need to manage psychology that has led the major central banks to bolster their policy 'forward guidance' activities, as they fine-tune strategies to eventually end a period of extraordinary monetary policy accommodation. It's not all in the mind as sentiment shapes activity Although it is often said that 'confidence can turn on a dime', this should not be taken as diminishing the role of sentiment in shaping economic activity and in turn the path of business cycles. The power of confidence was patently demonstrated in late 2008 with the collapse of Lehman Brothers and the subsequent slump in global consumer and business sentiment. This was accompanied by an unprecedented collapse in global trade volumes, industrial production, investment and importantly risk-taking. It is estimated that in the major developed economies, including Australia and New Zealand, consumer spending contributes up to two thirds of aggregate demand, based on income levels or changes, buying and spending trends, and underlying economic conditions. If we consider credit and liquidity to be the life-blood of the economic system, then it is reasonable to regard confidence as the oxygen that sustains the system. So heightened economic anxiety and languishing confidence will have manifest impacts on the health and wellbeing of the economy, often determining whether or not it can reach and sustain its long term potential rates of growth. Recent experience indicates that there are several important consequences of low and declining levels of confidence, including: unusually high household and business savings rates, including the hoarding of capital by financial and nonfinancial firms subdued nominal income growth and tepid private sector credit growth widespread household deleveraging declining business investment spending and weak employment growth dominance of short-term thinking and absence of longer-term strategic activity risk of a decline in the economy’s structural growth rate and associated deterioration in productivity growth. Therefore, economies facing 'crises of confidence' may find if this prevails it will undermine productive capacity and prove to be 'growth limiting'. In this event, it could lead to deterioration in living standards as the base of economic activity gradually contracts and the willingness and capacity to engage in risk-taking is curtailed.

#### Econ decline definetly causes Nuclear War

Tønnesson 15 Stein Tønnesson, PhD from the University of Oslo, is research professor at the Peace Research Institute Oslo(PRIO), adjunct professor at the Department of Peace and Conflict Research,Uppsala University where he leads a six-year research programme on the East AsianPeace, associate editor for Asia in the Journal of Peace Research, International Area Studies Review, 2015, Vol. 18(3), “Deterrence, interdependence and Sino–US peace”, 297–311

Several recent works on China and Sino–US relations have made substantial contributions to the current understanding of how and under what circumstances a combination of nuclear deterrence and economic interdependence may reduce the risk of war between major powers. At least four conclusions can be drawn from the review above: first, those who say that interdependence may both inhibit and drive conflict are right. Interdependence raises the cost of conflict for all sides but asymmetrical or unbalanced dependencies and negative trade expectations may generate tensions leading to trade wars among inter-dependent states that in turn increase the risk of military conflict (Copeland, 2015: 1, 14, 437; Roach, 2014). The risk may increase if one of the interdependent countries is governed by an inward-looking socio-economic coalition (Solingen, 2015); second, the risk of war between China and the US should not just be analysed bilaterally but include their allies and partners. Third party countries could drag China or the US into confrontation; third, in this context it is of some comfort that the three main economic powers in Northeast Asia (China, Japan and South Korea) are all deeply integrated economically through production networks within a global system of trade and finance (Ravenhill, 2014; Yoshimatsu, 2014: 576); and fourth, decisions for war and peace are taken by very few people, who act on the basis of their future expectations. International relations theory must be supplemented by foreign policy analysis in order to assess the value attributed by national decision-makers to economic development and their assessments of risks and opportunities. If leaders on either side of the Atlantic begin to seriously fear or anticipate their own nation’s decline then they may blame this on external dependence, appeal to anti-foreign sentiments, contemplate the use of force to gain respect or credibility, adopt protectionist policies, and ultimately refuse to be deterred by either nuclear arms or prospects of socioeconomic calamities. Such a dangerous shift could happen abruptly, i.e. under the instigation of actions by a third party – or against a third party. Yet as long as there is both nuclear deterrence and interdependence, the tensions in East Asia are unlikely to escalate to war. As Chan (2013) says, all states in the region are aware that they cannot count on support from either China or the US if they make provocative moves. The greatest risk is not that a territorial dispute leads to war under present circumstances but that changes in the world economy alter those circumstances in ways that render inter-state peace more precarious. If China and the US fail to rebalance their financial and trading relations (Roach, 2014) then a trade war could result, interrupting transnational production networks, provoking social distress, and exacerbating nationalist emotions. This could have unforeseen consequences in the field of security, with nuclear deterrence remaining the only factor to protect the world from Armageddon, and unreliably so. Deterrence could lose its credibility: one of the two great powers might gamble that the other yield in a cyber-war or conventional limited war, or third party countries might engage in conflict with each other, with a view to obliging Washington or Beijing to intervene.

## 3

#### Global Innovation is high now despite bumps from COVID.

UN 21 9-20-2021 "Innovation continued despite COVID-19: New UN report" <https://news.un.org/en/story/2021/09/1100362> (United Nations)//Elmer

**According to** the findings of the World Intellectual Property Organization’s (**WIPO**) **latest Global Innovation Index**, (GII) **governments and enterprises** in many parts of the world **scaled up investments in innovation**, **demonstrating** an acknowledgement that **new ideas** are critical for overcoming the pandemic. “We expected a harsh slump in 2020 of around 3 per cent, however, the GII shows **there are reasons to be optimistic… with governments showing foresight and not cutting spending**,” Sacha Wunsch-Vincent, WIPO Composite Indicator Research Section and GII co-editor, said at the launch of the report in Geneva. Uneven impact WIPO warned however that the impact of the crisis has been highly uneven across industries and countries. In its annual ranking of the world’s economies on innovation capacity and output, the GII showed that only a few economies, mostly high income, consistently dominate the ranks. However, the Republic of Korea joined Switzerland, Sweden, the United States, and Britain, to make the top 5 of the GII for the first time in 2021, while four other Asian economies feature in the top 15: Singapore (8), China (12), Japan (13) and Hong Kong, China (14). Selected middle-income economies, including Turkey, Vietnam, India, the Philippines, are also catching up and progress made last year by France (11) and China (12) are confirmed, as both are now knocking at the door of the GII top 10. Showing resilience According to a new GII feature - the Global Innovation Tracker - **technology, pharmaceuticals and biotech industries**, **boosted their investments** during the pandemic **and increased** their research and development (**R&D)** efforts. Top technology companies like Apple, Microsoft and Huawei, increased investment on average about 10 per cent last year, and venture capital investment surged, a trend which is continuing this year, Mr. Wunsch-Vincent said. In contrast, the transport and travel sectors were heavily hit by containment measures and cut back their outlays. The GII 2021 also shows that technological progress at the frontier holds substantial promise, with the rapid development of COVID-19 vaccines being the greatest example. "In spite of the massive impact of the COVID-19 pandemic, many sectors have shown remarkable resilience – especially those that have embraced digitalization, technology and innovation", said WIPO Director General Daren Tang. “As the world looks to rebuild from the pandemic, we know that innovation is integral to overcoming the common challenges that we face and to constructing a better future.” Global innovation landscape The index ranks 132 countries, plus sub-economies such as Hong Kong, and comes a year after WIPO reported that investments in innovation had hit a record high in 2019, showing an average annual profit of 8.5 per cent. Northern America and Europe continue to lead the global innovation landscape, but, the Southeast Asia, East Asia, and Oceania have been the most dynamic in the past decade and are the only regions closing the gap with the leaders. According to the report, China is still the only middle-income economy that makes it to the top 30. Bulgaria (35), Malaysia (36), Turkey (41), Thailand (43), Vietnam (44), the Russian Federation (45), India (46), Ukraine (49), and Montenegro (50), do feature in the top 50. However, only Turkey, Vietnam, India and the Philippines are systematically catching up, Beyond China, these larger economies have the potential to change the global innovation landscape for good, it said. “The GII shows that although emerging economies often find it challenging to steadily improve their innovation systems, a few middle-income economies have managed to catch up in innovation with their more developed peers", former Dean and Professor of Management at Cornell University, Soumitra Dutta said. “**These emerging economies, among other things, have been able to successfully complement their domestic innovation with international technology transfer, develop technologically dynamic services that can be traded internationally, and ultimately have shaped more balanced innovation systems,” he said**.

#### The Aff increases Union Power via Collective Bargaining - stronger Union Power decrease Innovation.

Bradley 17, Daniel, Incheol Kim, and Xuan Tian. "Do unions affect innovation?." Management Science 63.7 (2017): 2251-2271. (Department of Finance, University of South Florida, Tampa, Florida)//Elmer

An alternative hypothesis makes the opposite empirical prediction. **Unionization** may **create** **misaligned incentives among employees and impede firm innovation.** There are at least three plausible reasons for such a reduction in innovation. First, because **innovation requires considerable investment** in intangible assets such as research and development (R&D), **contracts** **that** effectively **motivate innovation are almost always incomplete**. **Once** the **investment** has been **made** and the innovation process begins, **workers** may have incentives to expropriate rents by **demanding higher wage concessions**, recognizing that the costs are sunk. This **ex post hold-up problem** on the part of employees in turn **leads to** an ex ante **underinvestment in R&D** (Grout 1984, Malcomson 1997), which **ultimately impedes innovation**. Second, **unionizing** the **workforce** **could encourage shirking** because the negative consequences for supplying less effort are reduced. That is, unionization **reduces** the **probability of dismissal**, so it lowers the cost of shirking and could lead to lower productivity among workers. Third, **unions** **alter** the distribution of worker wages, leading to a reduction in **wage inequality** among workers (Frandsen 2012). To the extent that innovative and talented workers are in demand in the labor market, **reduced wage gaps may force out innovative employees**, which contributes to the decline in innovation in unionized firms. Although the three underlying mechanisms discussed are different, they are all related in the sense that **unionization creates misaligned incentives and impedes innovation.** We refer to the general decline in innovation after unionization stemming from any one or all of these potential consequences as the “misaligned incentives hypothesis.” We test the above two hypotheses by examining whether unions promote or impede firm innovation. Following existing literature that uses patenting data to capture firms’ innovativeness (i.e., Aghion et al. 2005, Nanda and Rhodes-Kropf 2013, Seru 2014), we **use** the number of patents granted to a firm and the number of future citations received by each patent obtained from the National Bureau of Economic Research (**NBER**) Patent Citation database to measure innovation output. The former captures the quantity of firm innovation, and the latter captures the quality of firm innovation. We **collect** union election **results from** the National Labor Relations Board (**NLRB**), which allows us to compare changes in innovation output for firms that elect to become unionized to those that vote against it. The empirical challenge of our study is to identify the causal effect of unionization on firm innovation. A standard ordinary least squares (OLS) approach that regresses innovation output on a unionization variable suffers from potentially severe identification problems. Union election results could be correlated with firm unobservable characteristics that affect firm innovation output (the omitted variable concern) or firms with low innovation potential may be more likely to pass unionization elections (the reverse causality concern). Both problems could make it difficult to draw causal inferences from unionization to innovation. To attempt to establish causality, we use a regression discontinuity design (RDD) that relies on “locally” exogenous variation in unionization generated by these elections that pass or fail by a small margin of votes. This approach compares firms’ innovation output subsequent to union elections that pass to those that do not pass by a small margin. It is a powerful and appealing identification strategy because, for these close-call elections, passing is very close to an independent, random event and therefore is unlikely to be correlated with firm unobservable characteristics. After performing various diagnostic tests to ensure that the key identifying assumptions of the RDD are satisfied, we show that **unionization has a negative effect on firm innovation**. According to our nonparametric local linear regression estimation, passing a union election leads to an **8.7% decline in patent counts** and a **12.5% decline in patent citations** three years after the election. This result is robust to alternative choices of kernels and bandwidths and is absent at artificially chosen thresholds that determine union election outcomes. The negative effect of unionization on innovation is present in both manufacturing (where most unions form) and nonmanufacturing industries, but it is statistically insignificant in firms located in states with right-to-work legislation where unions have less power to expropriate rents. We show that a cut in R&D spending, reduced productivity of current and newly hired inventors, and the departure of innovative inventors are possible underlying mechanisms through which unionization impedes firm innovation. Finally, we find that firms shift innovation activities away from states where union elections are successful.

#### The US is uniquely pre-disposed to drive innovation growth – 5 reasons

Shapiro 16 Gary Shapiro 1-8-2016 "5 Reasons the U.S. Is Great for Innovation" <https://www.usnews.com/opinion/economic-intelligence/articles/2016-01-08/5-reasons-the-us-is-great-for-innovation> (president and CEO of the Consumer Technology Association (CTA)®, the U.S. trade association representing more than 2,200 consumer technology companies, and author of The New York Times best-selling books “Ninja Innovation: The Ten Killer Strategies of the World's Most Successful Businesses” and “The Comeback: How Innovation Will Restore the American Dream.”)//Elmer

FROM STANFORD TO MIT, California's Silicon Valley to Manhattan's Silicon Alley, Kansas City to Austin, the U.S. nurtures innovation **better than anywhere else** in the world. And this week in Las Vegas, you can see firsthand the output of innovation at CES 2016 – the world's gathering place for all who thrive on the business of consumer technologies. So why do the world's leaders in technology travel to Las Vegas every January? What makes our country the go-to source for new products, platforms and ideas? Here are five central elements that set the U.S. apart from the rest of the world as a beacon of innovation: 1. Our First Amendment is at the top of the list. The free speech that this amendment protects enables a robust exchange of opinions and fresh thinking, and with them, new business ideas. An oppressive climate of political correctness on some college and university campuses threatens the free-flowing exchange of ideas that's supposed to be the hallmark of higher education, a critical catalyst for innovation. The lockstep orthodoxy imposed by political correctness is antithetical to innovation. We need to make sure new ideas are realized on our campuses and in our labs. After all, challenging the establishment is a bedrock of American idealism. 2. The culture of American exceptionalism that has graced this nation since our founding encourages risk-taking. In the U.S., more so than anywhere else, success born of risk-taking and innovation is handsomely rewarded, and failure is viewed properly as a tool for learning. Our country's credo of persistence is "If at first you don't succeed, try, try again." Consider Thomas Edison, who said of repeated setbacks in his quest to invent a practical light bulb, "I have not failed. I've just found 10,000 ways that won't work." The U.S. is, and always has been, exceptional in terms of innovation, and the world wants to emulate us. If imitation is the sincerest form of flattery in this regard, China proves the point. As TechCrunch noted, the word "innovation" was mentioned no fewer than 71 times "in a communiqué issued after the Chinese Communist Party's recent plenary meeting, which focused on China's next five-year plan." If Beijing is serious about fostering innovation, it should focus less on five-year plans and allow consumers access to different ideas. 3. We are a nation of immigrants who have come together from all corners of the globe. Immigrating to the U.S. to create a better life is a mindset that encourages our best and brightest, regardless of their backgrounds or birthrights, **to rise to the top**. The diverse histories immigrants bring with them to our shores contribute new perspectives and great ideas. That's why Congress should authorize an increase in the cap on the number of H-1B non-immigrant high-skilled visas that can be issued annually. U.S. companies are hard-pressed to find sufficient numbers of Americans to fill specialty occupations requiring theoretical or technical expertise in the science, technology, engineering and mathematics, or STEM fields. High-skilled immigration-visa reform, such as the SKILLS Visa Act introduced by Reps. Bob Goodlatte, R-Va., and Darrell Issa, R-Calif., would encourage foreign-born, U.S.-educated immigrants to remain here and put their talents to use in the U.S. – a much-needed step toward solving our nation's high-skilled worker shortfall. 4. Our education system values exploration and outside-the-box thinking over rote learning. We teach students to challenge the status quo. We embed innovation into the earliest stages of our education system. And more foreign parents are choosing to send their children to primary and secondary schools here in the U.S. In fact, the number of Chinese K-12 students in the U.S. has spiked 290 percent in the past five years. Today, the U.S. hosts more Chinese K-12 students than those from all other countries in total. And we still attract the world's brightest students to our universities and research institutions. Yes, some countries outperform American students on standardized tests, but these tests are in large part measures of memorization, not creativity. Our students are smart enough to move beyond merely memorizing answers and begin questioning those answers. U.S. students are encouraged to ask not only "Why?" but "Why not?" 5. American public policies have traditionally **favored entrepreneurship**, small businesses and startups. Taxes on capital gains and higher incomes are relatively low compared with other countries, and regulations have generally been light. That has largely allowed for a U.S. economic climate that is hospitable to innovators and innovation. Yet over the past seven years, public policies have shifted to higher taxes, as well as greater regulation and more employer mandates, which can only serve to stymie innovation. The most recent example — and maybe the most absurd — is the Labor Department's mandating substantially higher overtime pay thresholds, which will have the baleful effect that undercapitalized tech startups won't be able to hire ambitious young information-technology grads. That's a lose-lose proposition for innovative businesses and the talented people who want to work for them. Equally troublesome, Congress has failed to enact badly needed patent-law reform legislation. The Innovation Act in the House and the PATENT Act in the Senate — both of which have strong, bipartisan support — would curb the toll on economic innovation inflicted to the tune of $1.5 billion a week by frivolous patent-infringement lawsuits or threats of suits from patent-assertion entities, more commonly referred to as patent trolls. Congress should resolve in the New Year to finally enact patent-law reforms. The synergy of our First Amendment, commitment to questioning the status quo, and diverse, entrepreneurial ethos are what set the U.S. apart from other countries. With a new administration coming to Washington in 2017, let's hope the U.S. policy pendulum swings back from the current heavy-handed state of overregulation to a renewed embrace of this country's fundamental freedom to innovate. The world will be watching — and perhaps **following our lead**.

#### Strong Innovation solves Extinction.

Matthews 18 Dylan Matthews 10-26-2018 “How to help people millions of years from now” <https://www.vox.com/future-perfect/2018/10/26/18023366/far-future-effective-altruism-existential-risk-doing-good> (Co-founder of Vox, citing Nick Beckstead @ Rutgers University)//Re-cut by Elmer

If you care about improving human lives, you should overwhelmingly care about those quadrillions of lives rather than the comparatively small number of people alive today. The 7.6 billion people now living, after all, amount to less than 0.003 percent of the population that will live in the future. It’s reasonable to suggest that those quadrillions of future people have, accordingly, hundreds of thousands of times more moral weight than those of us living here today do. That’s the basic argument behind Nick Beckstead’s 2013 Rutgers philosophy dissertation, “On the overwhelming importance of shaping the far future.” It’s a glorious mindfuck of a thesis, not least because Beckstead shows very convincingly that this is a conclusion any plausible moral view would reach. It’s not just something that weird utilitarians have to deal with. And Beckstead, to his considerable credit, walks the walk on this. He works at the Open Philanthropy Project on grants relating to the far future and runs a charitable fund for donors who want to prioritize the far future. And arguments from him and others have turned “long-termism” into a very vibrant, important strand of the effective altruism community. But what does prioritizing the far future even mean? The most literal thing it could mean is preventing human extinction, to ensure that the species persists as long as possible. For the long-term-focused effective altruists I know, that typically means identifying concrete threats to humanity’s continued existence — like unfriendly artificial intelligence, or a pandemic, or global warming/out of control geoengineering — and engaging in activities to prevent that specific eventuality. But in a set of slides he made in 2013, Beckstead makes a compelling case that while that’s certainly part of what caring about the far future entails, approaches that address specific threats to humanity (which he calls “targeted” approaches to the far future) have to complement “broad” approaches, where instead of trying to predict what’s going to kill us all, you just generally try to keep civilization running as best it can, so that it is, as a whole, well-equipped to deal with potential extinction events in the future, not just in 2030 or 2040 but in 3500 or 95000 or even 37 million. In other words, caring about the far future doesn’t mean just paying attention to low-probability risks of total annihilation; it also means acting on pressing needs now. For example: We’re going to be better prepared to prevent extinction from AI or a supervirus or global warming if society as a whole makes a lot of scientific progress. And a significant bottleneck there is that the vast majority of humanity doesn’t get high-enough-quality education to engage in scientific research, if they want to, which reduces the **odds that we have enough trained scientists to come up with the breakthroughs** we need as a civilization to survive and thrive. So maybe one of the best things we can do for the far future is to improve school systems — here and now — to harness the group economist Raj Chetty calls “lost Einsteins” (potential innovators who are thwarted by poverty and inequality in rich countries) and, more importantly, the hundreds of millions of kids in developing countries dealing with even worse education systems than those in depressed communities in the rich world. What if living ethically for the far future means living ethically now? Beckstead mentions some other broad, or very broad, ideas (these are all his descriptions): Help make computers faster so that people everywhere can work more efficiently Change intellectual property law so that technological innovation can happen more quickly Advocate for open borders so that people from poorly governed countries can move to better-governed countries and be more productive Meta-research: improve incentives and norms in academic work to better advance human knowledge Improve education Advocate for political party X to make future people have values more like political party X ”If you look at these areas (economic growth and technological progress, access to information, individual capability, social coordination, motives) a lot of everyday good works contribute,” Beckstead writes. “An implication of this is that a lot of everyday good works are good from a broad perspective, even though hardly anyone thinks explicitly in terms of far future standards.” Look at those examples again: It’s just a list of what normal altruistically motivated people, not effective altruism folks, generally do. Charities in the US love talking about the lost opportunities for innovation that poverty creates. Lots of smart people who want to make a difference become scientists, or try to work as teachers or on improving education policy, and lord knows there are plenty of people who become political party operatives out of a conviction that the moral consequences of the party’s platform are good. All of which is to say: Maybe effective altruists aren’t that special, or at least maybe we don’t have access to that many specific and weird conclusions about how best to help the world. If the far future is what matters, and generally trying to make the world work better is among the best ways to help the far future, then effective altruism just becomes plain ol’ do-goodery.

## Case

#### Increased strikes sabotage the economy – they cause major disruptions and lower income for workers.

Grabianowski 6 [Ed; Author and freelance writer. He’s worked as a contributing writer for io9, HowStuffWorks, and Sweethome. His fiction has appeared in Black Static, Fear Project, and other publications and anthologies, including Fear After Fear; “How Strikes Work,” HSW; 3/24/06; https://money.howstuffworks.com/strike.htm]//SJWen

Labor strikes can cause major disruptions to industry, commerce and the lives of many people who aren't even connected to the strike itself. The Professional Air Traffic Controllers Association strike in 1981 resulted in the firing of thousands of air traffic controllers, and the New York City transit strike in late 2005 affected millions of people. The history of strikes and labor unions is a key chapter in the story of the Industrial Revolution.

While the reasons behind strikes can be complex, they all boil down to two key elements: money and power. In this article, we'll find out how labor strikes have affected the balance of power between corporations and workers, what laws regulate strikes and learn about some important strikes in history.

It's difficult to say when the first real labor strike occurred. The word "strike" was first used in the 1700s, and probably comes from to notion of dealing a blow to the employer [ref]. In 1786, a group of printers in Philadelphia requested a raise and the company rejected it. They stopped working in protest and eventually received their raise. Other professionals followed suit in the next few decades. Everyone in a city who practiced the same profession agreed to set prices and wages at the same rate. Members would shun anyone who diverged from the agreement, refusing to work in the same shop and forcing employers to fire them. By the 1800s, formal trade societies and guilds began to emerge.

To have a strike today, you must have a union (though not necessarily an official union) -- an organization of workers that bargain collectively with an employer. Workers form unions because an individual worker is powerless compared to an employer, who can set low wages and long working hours as long as it adheres to labor laws. When workers combine to form a union, they collectively have enough power to negotiate with the employer. The main weapon the union has against the employer is the threat of a strike action.

At its most basic level, a strike occurs when all the workers in the union stop coming to work. With no workers, the business shuts down. The employer stops making money, though it is still spending money on taxes, rent, electricity and maintenance. The longer the strike lasts, the more money the employer loses. Of course, the workers aren't getting paid either, so they're losing money as well. Some unions build up "war chests" -- funds to pay striking workers. But it isn't usually very much, and it's often not enough for a prolonged strike.

Strikes help explain why unions are more powerful than individuals. Imagine if an employer refuses to give a raise to an individual worker. She then decides to stop coming to work in protest. The employer simply fires her for not coming to work. That one worker has no power to influence the employer. However, it can be very costly for an employer to fire every single worker when a union goes on strike (though it has happened).