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#### Strong commercial space catalyzes tech innovation – progress at the margins and spinoff tech change global information networks

Joshua Hampson 2017, Security Studies Fellow at the Niskanen Center, 1-25-2017, “The Future of Space Commercialization”, Niskanen Center, <https://republicans-science.house.gov/sites/republicans.science.house.gov/files/documents/TheFutureofSpaceCommercializationFinal.pdf> //recut chskk

Innovation is generally hard to predict; some new technologies seem to come out of nowhere and others only take off when paired with a new application. It is difficult to predict the future, but it is reasonable to expect that a growing space economy would open opportunities for technological and organizational innovation. In terms of technology, the difficult environment of outer space helps incentivize progress along the margins. Because each object launched into orbit costs a significant amount of money—at the moment between $27,000 and $43,000 per pound, though that will likely drop in the future —each 19 reduction in payload size saves money or means more can be launched. At the same time, the ability to fit more capability into a smaller satellite opens outer space to actors that previously were priced out of the market. This is one of the reasons why small, affordable satellites are increasingly pursued by companies or organizations that cannot afford to launch larger traditional satellites. These small 20 satellites also provide non-traditional launchers, such as engineering students or prototypers, the opportunity to learn about satellite production and test new technologies before working on a full-sized satellite. That expansion of developers, experimenters, and testers cannot but help increase innovation opportunities. Technological developments from outer space have been applied to terrestrial life since the earliest days of space exploration. The National Aeronautics and Space Administration (NASA) maintains a website that lists technologies that have spun off from such research projects. Lightweight 21 nanotubes, useful in protecting astronauts during space exploration, are now being tested for applications in emergency response gear and electrical insulation. The need for certainty about the resiliency of materials used in space led to the development of an analytics tool useful across a range of industries. Temper foam, the material used in memory-foam pillows, was developed for NASA for seat covers. As more companies pursue their own space goals, more innovations will likely come from the commercial sector. Outer space is not just a catalyst for technological development. Satellite constellations and their unique line-of-sight vantage point can provide new perspectives to old industries. Deploying satellites into low-Earth orbit, as Facebook wants to do, can connect large, previously-unreached swathes of 22 humanity to the Internet. Remote sensing technology could change how whole industries operate, such as crop monitoring, herd management, crisis response, and land evaluation, among others. 23 While satellites cannot provide all essential information for some of these industries, they can fill in some useful gaps and work as part of a wider system of tools. Space infrastructure, in helping to change how people connect and perceive Earth, could help spark innovations on the ground as well. These innovations, changes to global networks, and new opportunities could lead to wider economic growth.

#### Short innovation cycles mean every contract counts- the solutions are imminent

John J. Klein 19, Senior Fellow and Strategist at Falcon Research Inc. and adjunct professor at the George Washington University Space Policy Institute, 1-15-2019, "Rethinking Requirements and Risk in the New Space Age," Center for a New American Security, <https://www.cnas.org/publications/reports/rethinking-requirements-and-risk-in-the-new-space-age> //recut chskk

Unfortunately, these variances in models between the MDAP’s lengthy development cycle and the commercial space sector’s 18-month innovation cycle are a result of stark differences in thinking about requirements and risk. Requirements and risk for MDAPs commonly focus on ensuring critical mission capabilities at a given cost. In contrast, the commercial space sector tends to focus more on providing innovation quickly using economies of scale. The commercial sector understands that time dynamically shapes decisions related to requirements and risk because of the relatively short innovation cycle. In a highly competitive space sector with tight profit margins, those unable to innovate quickly will likely be out of business soon. Alternatively, space systems with mission assurance requirements – where failures are detrimental to national security and military operations – often drive DoD’s timelines. Program managers of critical national security space systems commonly require additional time to test and verify that satellites can perform missions with a very low probability of failure.

#### We need to stop focusing on specific scenarios- due to the low probability nature of the aff’s impacts we need to prioritize current innovation to be best prepared for all existential threats

Dylan **Matthews 18**. Co-founder of Vox, citing Nick Beckstead @ Rutgers University. 10-26-2018. "How to help people millions of years from now." Vox. <https://www.vox.com/future-perfect/2018/10/26/18023366/far-future-effective-altruism-existential-risk-doing-good> //recut chskk

If you care about improving human lives, you should overwhelmingly care about those quadrillions of lives rather than the comparatively small number of people alive today. The 7.6 billion people now living, after all, amount to less than 0.003 percent of the population that will live in the future. It’s reasonable to suggest that those quadrillions of future people have, accordingly, hundreds of thousands of times more moral weight than those of us living here today do. That’s the basic argument behind Nick Beckstead’s 2013 Rutgers philosophy dissertation, “On the overwhelming importance of shaping the far future.” It’s a glorious mindfuck of a thesis, not least because Beckstead shows very convincingly that this is a conclusion any plausible moral view would reach. It’s not just something that weird utilitarians have to deal with. And Beckstead, to his considerable credit, walks the walk on this. He works at the Open Philanthropy Project on grants relating to the far future and runs a charitable fund for donors who want to prioritize the far future. And arguments from him and others have turned “long-termism” into a very vibrant, important strand of the effective altruism community. But what does prioritizing the far future even mean? The most literal thing it could mean is preventing human extinction, to ensure that the species persists as long as possible. For the long-term-focused effective altruists I know, that typically means identifying concrete threats to humanity’s continued existence — like unfriendly artificial intelligence, or a pandemic, or global warming/out of control geoengineering — and engaging in activities to prevent that specific eventuality. But in a set of slides he made in 2013, Beckstead makes a compelling case that while that’s certainly part of what caring about the far future entails, approaches that address specific threats to humanity (which he calls “targeted” approaches to the far future) have to complement “broad” approaches, where instead of trying to predict what’s going to kill us all, you just generally try to keep civilization running as best it can, so that it is, as a whole, well-equipped to deal with potential extinction events in the future, not just in 2030 or 2040 but in 3500 or 95000 or even 37 million. In other words, caring about the far future doesn’t mean just paying attention to low-probability risks of total annihilation; it also means acting on pressing needs now. For example: We’re going to be better prepared to prevent extinction from AI or a supervirus or global warming if society as a whole makes a lot of scientific progress. And a significant bottleneck there is that the vast majority of humanity doesn’t get high-enough-quality education to engage in scientific research, if they want to, which reduces the odds that we have enough trained scientists to come up with the breakthroughs we need as a civilization to survive and thrive. So maybe one of the best things we can do for the far future is to improve school systems — here and now — to harness the group economist Raj Chetty calls “lost Einsteins” (potential innovators who are thwarted by poverty and inequality in rich countries) and, more importantly, the hundreds of millions of kids in developing countries dealing with even worse education systems than those in depressed communities in the rich world. What if living ethically for the far future means living ethically now? Beckstead mentions some other broad, or very broad, ideas (these are all his descriptions): Help make computers faster so that people everywhere can work more efficiently Change intellectual property law so that technological innovation can happen more quickly Advocate for open borders so that people from poorly governed countries can move to better-governed countries and be more productive Meta-research: improve incentives and norms in academic work to better advance human knowledge Improve education Advocate for political party X to make future people have values more like political party X ”If you look at these areas (economic growth and technological progress, access to information, individual capability, social coordination, motives) a lot of everyday good works contribute,” Beckstead writes. “An implication of this is that a lot of everyday good works are good from a broad perspective, even though hardly anyone thinks explicitly in terms of far future standards.” Look at those examples again: It’s just a list of what normal altruistically motivated people, not effective altruism folks, generally do. Charities in the US love talking about the lost opportunities for innovation that poverty creates. Lots of smart people who want to make a difference become scientists, or try to work as teachers or on improving education policy, and lord knows there are plenty of people who become political party operatives out of a conviction that the moral consequences of the party’s platform are good. All of which is to say: Maybe effective altruists aren’t that special, or at least maybe we don’t have access to that many specific and weird conclusions about how best to help the world. If the far future is what matters, and generally trying to make the world work better is among the best ways to help the far future, then effective altruism just becomes plain ol’ do-goodery.\*

## 2

#### I value morality

#### The standard is maximizing well-being, specifically act hedonism

#### 1] Pleasure and pain are constitutive

#### A]

Moen 15 (Moen, Martin, An argument for Hedonism, 15 //chskk)

The special value statuses of pleasure and pain are manifested in how we treat these experiences in our everyday reasoning about values. If you tell me that you are heading for the convenience store, I might ask: ‘‘What for?’’ This is a reasonable question, for when you go to the convenience store you usually do so, not merely for the sake of going to the convenience store, but for the sake of achieving something further that you deem to be valuable. You might answer, for example: ‘‘To buy soda.’’ This answer makes sense, for soda is a nice thing and you can get it at the convenience store. I might further inquire, however: ‘‘What is buying the soda good for?’’ This further question can also be a reasonable one, for it need not be obvious why you want the soda. You might answer: ‘‘Well, I want it for the pleasure of drinking it.’’ If I then proceed by asking ‘‘But what is the pleasure of drinking the soda good for?’’ the discussion is likely to reach an awkward end. The reason is that the pleasure is not good for anything further; it is simply that for which going to the convenience store and buying the soda is good.3 As Aristotle observes: ‘‘We never ask [a man] what his end is in being pleased, because we assume that pleasure is choice worthy in itself.’’4 Presumably, a similar story can be told in the case of pains, for if someone says ‘‘This is painful!’’ we never respond by asking: ‘‘And why is that a problem?’’ We take for granted that if something is painful, we have a sufficient explanation of why it is bad.

#### B] All other reasoning is circular; things are good or bad because they evoke pleasure or pain

#### 2] Extinction first

#### A]

#### Extinction is the worst impact under any framing: irreversibility, future generations, and moral uncertainty

MacAskill 14 (MacAskill, William, Oxford Philosopher and youngest tenured philosopher in the world, Normative Uncertainty, 2014//chskk)

The human race might go extinct from a number of causes: asteroids, supervolcanoes, runaway climate change, pandemics, nuclear war, and the development and use of dangerous new technologies such as synthetic biology, all pose risks (even if very small) to the continued survival of the human race.184 And different moral views give opposing answers to question of whether this would be a good or a bad thing. It might seem obvious that human extinction would be a very bad thing, both because of the loss of potential future lives, and because of the loss of the scientific and artistic progress that we would make in the future. But the issue is at least unclear. The continuation of the human race would be a mixed bag: inevitably, it would involve both upsides and downsides. And if one regards it as much more important to avoid bad things happening than to promote good things happening then one could plausibly regard human extinction as a good thing.For example, one might regard the prevention of bads as being in general more important that the promotion of goods, as defended historically by G. E. Moore,185 and more recently by Thomas Hurka.186 One could weigh the prevention of suffering as being much more important that the promotion of happiness. Or one could weight the prevention of objective bads, such as war and genocide, as being much more important than the promotion of objective goods, such as scientific and artistic progress. If the human race continues its future will inevitably involve suffering as well as happiness, and objective bads as well as objective goods. So, if one weights the bads sufficiently heavily against the goods, or if one is sufficiently pessimistic about humanity’s ability to achieve good outcomes, then one will regard human extinction as a good thing.187 However, even if we believe in a moral view according to which human extinction would be a good thing, we still have strong reason to prevent near-term human extinction. To see this, we must note three points. First, we should note that the extinction of the human race is an extremely high stakes moral issue. Humanity could be around for a very long time: if humans survive as long as the median mammal species, we will last another two million years. On this estimate, the number of humans in existence in the The future, given that we don’t go extinct any time soon, would be 2×10^14. So if it is good to bring new people into existence, then it’s very good to prevent human extinction. Second, human extinction is by its nature an irreversible scenario. If we continue to exist, then we always have the option of letting ourselves go extinct in the future (or, perhaps more realistically, of considerably reducing population size). But if we go extinct, then we can’t magically bring ourselves back into existence at a later date. Third, we should expect ourselves to progress, morally, over the next few centuries, as we have progressed in the past. So we should expect that in a few centuries’ time we will have better evidence about how to evaluate human extinction than we currently have. Given these three factors, it would be better to prevent the near-term extinction of the human race, even if we thought that the extinction of the human race would actually be a very good thing. To make this concrete, I’ll give the following simple but illustrative model. Suppose that we have 0.8 credence that it is a bad thing to produce new people, and 0.2 certain that it’s a good thing to produce new people; and the degree to which it is good to produce new people, if it is good, is the same as the degree to which it is bad to produce new people, if it is bad. That is, I’m supposing, for simplicity, that we know that one new life has one unit of value; we just don’t know whether that unit is positive or negative. And let’s use our estimate of 2×10^14 people who would exist in the future, if we avoid near-term human extinction. Given our stipulated credences, the expected benefit of letting the human race go extinct now would be (.8-.2)×(2×10^14) = 1.2×(10^14). Suppose that, if we let the human race continue and did research for 300 years, we would [to] know for certain whether or not additional people are of positive or negative value. If so, then with the credences above we should think it 80% likely that we will find out that it is a bad thing to produce new people, and 20% likely that we will find out that it’s a good thing to produce new people. So there’s an 80% chance of a loss of 3×(10^10) (because of the delay of letting the human race go extinct), the expected value of which is 2.4×(10^10). But there’s also a 20% chance of a gain of 2×(10^14), the expected value of which is 4×(10^13). That is, in expected value terms, the cost of waiting for a few hundred years is vanishingly small compared with the benefit of keeping one’s options open while one gains new information.

#### B] Math: Regardless of probability, extinction o/w; 1% of infinity is still infinity

#### 3] Actor Specificity

#### A] Policymakers only know aggregations and therefore can’t morally deliberate without being infinitely regressive

#### B] Other frameworks can’t be used to determine if the rez is moral if they are impossible to implement

#### 4] TJF’s

#### A] Frameworks must be theoretically justified because it leads to out of round terminal impacts like education

#### B] TJF’s come first because they’re a meta-constraint on your ability to run your framework

#### C] Accessibility: Util is accessible to novices because they’re familiar with consequential moral calculus- o/w on education because more people doing debate the more people gain education

#### D] Topic Research: Lit base grounded in empirics allows for wider ground and more clash which is key to education

#### 5] Lexical Prerequisite: A subject must be alive in order to engage in ethics- bodily security is a prior question to ethical theories
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#### Interpretation: The affirmative must only defend that the appropriation of outer space is unjust. To clarify, this means defending the post fiat consequences of the rex

#### Violation: They dont

#### "Resolved" requires a policy.

Merriam Webster '18 (Merriam Webster; 2018 Edition; Online dictionary and legal resource; Merriam Webster, "resolve," <https://www.merriam-webster.com/dictionary/resolve;> RP)  
: a legal or official determination especially: a legislative declaration

#### Vote neg:

#### 1] Fairness – post facto topic adjustment structurally favors the aff by manipulating the balance of prep. They can specialize in 1 area of literature for 4 years which gives them a huge edge over people switching topics every 2 months – this crushes clash because all neg prep is based on the rez as a stable stasis point and they create a structural disincentive to do research – we lose 90% of negative ground while the aff still gets the perm which makes being neg impossible.

#### 2] SSD is good – it forces debaters to consider a controversial issue from multiple perspectives. Non-T affs allow individuals to establish their own metrics for what they want to debate leading to ideological dogmatism – our argument is that the process of defending and answering proposals is an benefit of engaging the topic.

#### 3] Small schools disad: under-resourced are most adversely effected by a massive, unpredictable caselist which worsens structural disparities. Inclusion is an independent voter – you can’t debate if you can’t participate which is a prerequisite to accessing their benefits and ensures everyone gains from the activity.

#### 4] TVA – a] Defend implemntation and win the ROTB o/w b] c]

#### The impact is fairness—a] it’s an intrinsic good – debate is fundamentally a game and some level of competitive equity is necessary to sustain the activity, b] probability – debate can’t alter subjectivity, but it can rectify skews which means the only impact to a ballot is fairness and deciding who wins, c] it internal link turns every impact – a limited topic promotes in-depth research and engagement which is necessary to access all of their education

#### 1] Use competing interps – topicality is question of models of debate which they should have to proactively justify and we’ll win reasonability links to our offense.

#### 2] Drop the debater because dropping the arg is severance which moots 7 minutes of 1nc offense

#### 3] No rvis—it’s your burden to be fair and T—same reason you don’t win for answering inherency or putting defense on a disad.

#### 4] They can’t weigh the case—lack of preround prep means their truth claims are untested which you should presume false—they’re also only winning case because we couldn’t engage with it

#### 5] No impact turns—exclusions are inevitable because we only have 45 minutes so it’s best to draw those exclusions along reciprocal lines to ensure a role for the negative.

#### No Cross-apps:

#### A] It’s better to have a flawed model than no model at all I indict my ability to engage with the case.

#### B] Logic – if you’re being unfair – you’re using a layer that you get the auto-win as the highest layer, so you’ll win every time – also makes evaluation of whether that layer is even true impossible.

#### C] When theory doesn’t come first there’s intervention since there is no way for a proper evaluation of arguments in the first place – assume all 1AC truth claims false since evaluation is suspect.

#### No impact turns or RVIs:

#### A] Perfcon – if T’s bad and you vote for them on that arg, you’re voting on T.

#### B] Substance – if T’s bad then we should try debating on substance – impact turns force me to go for T since I need to defend my position.

## Case

#### First a counter ROB

#### The role of the ballot is to vote for the debater who creates the best world after their advocacy

#### Prefer:

#### 1] Intuition: When someone asks you to make a decision you intuitively weigh between the two options; as we are given a rez to debate, we are inclined to compare the world of the aff and neg- outweighs on common usage

#### 2] Accessibility: Traditional and lay debate defaults to comparative world analysis. This ROTB allows for debaters who don’t have access to progressive prep to be able to compete

#### 3] Inclusion: Any type of offense works under comparative world analysis, since framing is undecided and debaters can prioritize different things

#### 4] Real World Education: It requires critical thinking and research to predict and weigh two situations; internal link to education, outweighs every terminal impact on portability