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## 1

#### Interpretation – Debaters must spec their favorite community character in their first speech – mine is the GOAT Abed

#### Violation – They don’t

#### Standard – Relatability – Community is a show about real life problems that people can relate to outweighs on portability because we can discuss solutions to problems such as getting good grades, choosing a career, etc. This isn’t infinitely regressive – its an expectation to be able to discuss community. Cx checks fail – judges don’t check cx and it proves your not actually committed to community

#### Fairness and education are voters – its how judges evaluate rounds and why schools fund debate

#### Neg theory is DTD - 1ARs control the direction of the debate because it determines what the 2NR has to go for – DTD allows us some leeway in the round by having some control in the direction

#### Competing interps – Reasonability invites arbitrary judge intervention and a race to the bottom of questionable argumentation – it also collapses since brightlines operate on an offense-defense paradigm

#### No RVIs – A – Going all in on theory kills substance education which outweighs on timeframe B - Discourages checking real abuse which outweighs on norm-setting C – Encourages theory baiting – outweighs because if the shell is frivolous, they can beat it quickly D – its illogical for you to win for proving you were fair – outweighs since logic is a litmus test for other arguments E - Kills norm setting since debaters can never admit they’re wrong – outweighs since norm setting is the constitutive purpose of theory F – They are the logic of criminalization that over-punish people-of-color for trying to create productive discourse. G- Evaluate the theory debate after the 2nr so we both get one speech

## 2

**Interpretation: The affirmative must not defend general principle.**

**Violation: They do – that was on the contention.**

**Standards:**

**1 – Topic Education – moots topic ed because it allows debaters to recycle generic arguments.**

**2 – Reciprocal burdens – proving a deductive argument is false only requires you win defense against one premise and proving an inductive argument is false is more difficult because of status quo bias. Our model solves because it eschews the idea that either side unilaterally carries the burden of proof, and requires both debaters to give an account of why their world is more desirable not principle.**

**3 – Ground: It gives them the ability to shift out of all CPs by saying they don’t disprove the general principle of the AFF which is bad – Good policymaking requires making comparisons between similar courses of action – saying that CPs are bad doesn’t answer this because we should have to opportunity to argue that in round. CPs teach us to find the best policy possible – debate should teach us to be better decisionmakers because it’s the only transferable skill to the rest of our lives, also controls the I/L to ground because they get infinite advocacies but I only get one.**

## 3

#### The standard is act hedonistic util. Prefer –

#### 1 – Pleasure and pain *are* intrinsic value and disvalue – everything else *regresses* – robust neuroscience.

Blum et al. 18
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**Pleasure** is not only one of the three primary reward functions but it also **defines reward.** As homeostasis explains the functions of only a limited number of rewards, the principal reason why particular stimuli, objects, events, situations, and activities are rewarding may be due to pleasure. This applies first of all to sex and to the primary homeostatic rewards of food and liquid and extends to money, taste, beauty, social encounters and nonmaterial, internally set, and intrinsic rewards. Pleasure, as the primary effect of rewards, drives the prime reward functions of learning, approach behavior, and decision making and provides the **basis for hedonic theories** of reward function. We are attracted by most rewards and exert intense efforts to obtain them, just because they are enjoyable [10].

Pleasure is a passive reaction that derives from the experience or prediction of reward and may lead to a long-lasting state of happiness. The word happiness is difficult to define. In fact, just obtaining physical pleasure may not be enough. One key to happiness involves a network of good friends. However, it is not obvious how the higher forms of satisfaction and pleasure are related to an ice cream cone, or to your team winning a sporting event. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure [14].

Pleasure as a hallmark of reward is sufficient for defining a reward, but it may not be necessary. A reward may generate positive learning and approach behavior simply because it contains substances that are essential for body function. When we are hungry, we may eat bad and unpleasant meals. A monkey who receives hundreds of small drops of water every morning in the laboratory is unlikely to feel a rush of pleasure every time it gets the 0.1 ml. Nevertheless, with these precautions in mind, we may define any stimulus, object, event, activity, or situation that has the potential to produce pleasure as a reward. In the context of reward deficiency or for disorders of addiction, homeostasis pursues pharmacological treatments: drugs to treat drug addiction, obesity, and other compulsive behaviors. The theory of allostasis suggests broader approaches - such as re-expanding the range of possible pleasures and providing opportunities to expend effort in their pursuit. [15]. It is noteworthy, the first animal studies eliciting approach behavior by electrical brain stimulation interpreted their findings as a discovery of the brain’s pleasure centers [16] which were later partly associated with midbrain dopamine neurons [17–19] despite the notorious difficulties of identifying emotions in animals.

Evolutionary theories of pleasure: The love connection BO:D

Charles Darwin and other biological scientists that have examined the biological evolution and its basic principles found various mechanisms that steer behavior and biological development. Besides their theory on natural selection, it was particularly the sexual selection process that gained significance in the latter context over the last century, especially when it comes to the question of what makes us “what we are,” i.e., human. However, the capacity to sexually select and evolve is not at all a human accomplishment alone or a sign of our uniqueness; yet, we humans, as it seems, are ingenious in fooling ourselves and others–when we are in love or desperately search for it.

It is well established that modern biological theory conjectures that **organisms are** the **result of evolutionary competition.** In fact, Richard Dawkins stresses gene survival and propagation as the basic mechanism of life [20]. Only genes that lead to the fittest phenotype will make it. It is noteworthy that the phenotype is selected based on behavior that maximizes gene propagation. To do so, the phenotype must survive and generate offspring, and be better at it than its competitors. Thus, the ultimate, distal function of rewards is to increase evolutionary fitness by ensuring the survival of the organism and reproduction. It is agreed that learning, approach, economic decisions, and positive emotions are the proximal functions through which phenotypes obtain other necessary nutrients for survival, mating, and care for offspring.

Behavioral reward functions have evolved to help individuals to survive and propagate their genes. Apparently, people need to live well and long enough to reproduce. Most would agree that homo-sapiens do so by ingesting the substances that make their bodies function properly. For this reason, foods and drinks are rewards. Additional rewards, including those used for economic exchanges, ensure sufficient palatable food and drink supply. Mating and gene propagation is supported by powerful sexual attraction. Additional properties, like body form, augment the chance to mate and nourish and defend offspring and are therefore also rewards. Care for offspring until they can reproduce themselves helps gene propagation and is rewarding; otherwise, many believe mating is useless. According to David E Comings, as any small edge will ultimately result in evolutionary advantage [21], additional reward mechanisms like novelty seeking and exploration widen the spectrum of available rewards and thus enhance the chance for survival, reproduction, and ultimate gene propagation. These functions may help us to obtain the benefits of distant rewards that are determined by our own interests and not immediately available in the environment. Thus the distal reward function in gene propagation and evolutionary fitness defines the proximal reward functions that we see in everyday behavior. That is why foods, drinks, mates, and offspring are rewarding.

There have been theories linking pleasure as a required component of health benefits salutogenesis, (salugenesis). In essence, under these terms, pleasure is described as a state or feeling of happiness and satisfaction resulting from an experience that one enjoys. Regarding pleasure, it is a double-edged sword, on the one hand, it promotes positive feelings (like mindfulness) and even better cognition, possibly through the release of dopamine [22]. But on the other hand, pleasure simultaneously encourages addiction and other negative behaviors, i.e., motivational toxicity. It is a complex neurobiological phenomenon, relying on reward circuitry or limbic activity. It is important to realize that through the “Brain Reward Cascade” (BRC) endorphin and endogenous morphinergic mechanisms may play a role [23]. While natural rewards are essential for survival and appetitive motivation leading to beneficial biological behaviors like eating, sex, and reproduction, crucial social interactions seem to further facilitate the positive effects exerted by pleasurable experiences. Indeed, experimentation with addictive drugs is capable of directly acting on reward pathways and causing deterioration of these systems promoting hypodopaminergia [24]. Most would agree that pleasurable activities can stimulate personal growth and may help to induce healthy behavioral changes, including stress management [25]. The work of Esch and Stefano [26] concerning the link between compassion and love implicate the brain reward system, and pleasure induction suggests that social contact in general, i.e., love, attachment, and compassion, can be highly effective in stress reduction, survival, and overall health.

Understanding the role of neurotransmission and pleasurable states both positive and negative have been adequately studied over many decades [26–37], but comparative anatomical and neurobiological function between animals and homo sapiens appear to be required and seem to be in an infancy stage.

Finding happiness is different between apes and humans

As stated earlier in this expert opinion one key to happiness involves a network of good friends [38]. However, it is not entirely clear exactly how the higher forms of satisfaction and pleasure are related to a sugar rush, winning a sports event or even sky diving, all of which augment dopamine release at the reward brain site. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure.

Remarkably, there are pathways for ordinary liking and pleasure, which are limited in scope as described above in this commentary. However, there are **many brain regions**, often termed hot and cold spots, that significantly **modulate** (increase or decrease) our **pleasure or** even produce **the opposite** of pleasure— that is disgust and fear [39]. One specific region of the nucleus accumbens is organized like a computer keyboard, with particular stimulus triggers in rows— producing an increase and decrease of pleasure and disgust. Moreover, the cortex has unique roles in the cognitive evaluation of our feelings of pleasure [40]. Importantly, the interplay of these multiple triggers and the higher brain centers in the prefrontal cortex are very intricate and are just being uncovered.

Desire and reward centers

It is surprising that many different sources of pleasure activate the same circuits between the mesocorticolimbic regions (Figure 1). Reward and desire are two aspects pleasure induction and have a very widespread, large circuit. Some part of this circuit distinguishes between desire and dread. The so-called pleasure circuitry called “REWARD” involves a well-known dopamine pathway in the mesolimbic system that can influence both pleasure and motivation.

In simplest terms, the well-established mesolimbic system is a dopamine circuit for reward. It starts in the ventral tegmental area (VTA) of the midbrain and travels to the nucleus accumbens (Figure 2). It is the cornerstone target to all addictions. The VTA is encompassed with neurons using glutamate, GABA, and dopamine. The nucleus accumbens (NAc) is located within the ventral striatum and is divided into two sub-regions—the motor and limbic regions associated with its core and shell, respectively. The NAc has spiny neurons that receive dopamine from the VTA and glutamate (a dopamine driver) from the hippocampus, amygdala and medial prefrontal cortex. Subsequently, the NAc projects GABA signals to an area termed the ventral pallidum (VP). The region is a relay station in the limbic loop of the basal ganglia, critical for motivation, behavior, emotions and the “Feel Good” response. This defined system of the brain is involved in all addictions –substance, and non –substance related. In 1995, our laboratory coined the term “Reward Deficiency Syndrome” (RDS) to describe genetic and epigenetic induced hypodopaminergia in the “Brain Reward Cascade” that contribute to addiction and compulsive behaviors [3,6,41].

Furthermore, ordinary “liking” of something, or pure pleasure, is represented by small regions mainly in the limbic system (old reptilian part of the brain). These may be part of larger neural circuits. In Latin, hedus is the term for “sweet”; and in Greek, hodone is the term for “pleasure.” Thus, the word Hedonic is now referring to various subcomponents of pleasure: some associated with purely sensory and others with more complex emotions involving morals, aesthetics, and social interactions. The capacity to have pleasure is part of being healthy and may even extend life, especially if linked to optimism as a dopaminergic response [42].

Psychiatric illness often includes symptoms of an abnormal inability to experience pleasure, referred to as anhedonia. A negative feeling state is called dysphoria, which can consist of many emotions such as pain, depression, anxiety, fear, and disgust. Previously many scientists used animal research to uncover the complex mechanisms of pleasure, liking, motivation and even emotions like panic and fear, as discussed above [43]. However, as a significant amount of related research about the specific brain regions of pleasure/reward circuitry has been derived from invasive studies of animals, these cannot be directly compared with subjective states experienced by humans.

In an attempt to resolve the controversy regarding the causal contributions of mesolimbic dopamine systems to reward, we have previously evaluated the three-main competing explanatory categories: “liking,” “learning,” and “wanting” [3]. That is, dopamine may mediate (a) liking: the hedonic impact of reward, (b) learning: learned predictions about rewarding effects, or (c) wanting: the pursuit of rewards by attributing incentive salience to reward-related stimuli [44]. We have evaluated these hypotheses, especially as they relate to the RDS, and we find that the incentive salience or “wanting” hypothesis of dopaminergic functioning is supported by a majority of the scientific evidence. Various neuroimaging studies have shown that anticipated behaviors such as sex and gaming, delicious foods and drugs of abuse all affect brain regions associated with reward networks, and may not be unidirectional. Drugs of abuse enhance dopamine signaling which sensitizes mesolimbic brain mechanisms that apparently evolved explicitly to attribute incentive salience to various rewards [45].

Addictive substances are voluntarily self-administered, and they enhance (directly or indirectly) dopaminergic synaptic function in the NAc. This activation of the brain reward networks (producing the ecstatic “high” that users seek). Although these circuits were initially thought to encode a set point of hedonic tone, it is now being considered to be far more complicated in function, also encoding attention, reward expectancy, disconfirmation of reward expectancy, and incentive motivation [46]. The argument about addiction as a disease may be confused with a predisposition to substance and nonsubstance rewards relative to the extreme effect of drugs of abuse on brain neurochemistry. The former sets up an individual to be at high risk through both genetic polymorphisms in reward genes as well as harmful epigenetic insult. Some Psychologists, even with all the data, still infer that addiction is not a disease [47]. Elevated stress levels, together with polymorphisms (genetic variations) of various dopaminergic genes and the genes related to other neurotransmitters (and their genetic variants), and may have an additive effect on vulnerability to various addictions [48]. In this regard, Vanyukov, et al. [48] suggested based on review that whereas the gateway hypothesis does not specify mechanistic connections between “stages,” and does not extend to the risks for addictions the concept of common liability to addictions may be more parsimonious. The latter theory is grounded in genetic theory and supported by data identifying common sources of variation in the risk for specific addictions (e.g., RDS). This commonality has identifiable neurobiological substrate and plausible evolutionary explanations.

Over many years the controversy of dopamine involvement in especially “pleasure” has led to confusion concerning separating motivation from actual pleasure (wanting versus liking) [49]. We take the position that animal studies cannot provide real clinical information as described by self-reports in humans. As mentioned earlier and in the abstract, on November 23rd, 2017, evidence for our concerns was discovered [50]

In essence, although nonhuman primate brains are similar to our own, the disparity between other primates and those of human cognitive abilities tells us that surface similarity is not the whole story. Sousa et al. [50] small case found various differentially expressed genes, to associate with pleasure related systems. Furthermore, the dopaminergic interneurons located in the human neocortex were absent from the neocortex of nonhuman African apes. Such differences in neuronal transcriptional programs may underlie a variety of neurodevelopmental disorders.

In simpler terms, the system controls the production of dopamine, a chemical messenger that plays a significant role in pleasure and rewards. The senior author, Dr. Nenad Sestan from Yale, stated: “Humans have evolved a dopamine system that is different than the one in chimpanzees.” This may explain why the behavior of humans is so unique from that of non-human primates, even though our brains are so surprisingly similar, Sestan said: “It might also shed light on why people are vulnerable to mental disorders such as autism (possibly even addiction).” Remarkably, this research finding emerged from an extensive, multicenter collaboration to compare the brains across several species. These researchers examined 247 specimens of neural tissue from six humans, five chimpanzees, and five macaque monkeys. Moreover, these investigators analyzed which genes were turned on or off in 16 regions of the brain. While the differences among species were subtle, **there was** a **remarkable contrast in** the **neocortices**, specifically in an area of the brain that is much more developed in humans than in chimpanzees. In fact, these researchers found that a gene called tyrosine hydroxylase (TH) for the enzyme, responsible for the production of dopamine, was expressed in the neocortex of humans, but not chimpanzees. As discussed earlier, dopamine is best known for its essential role within the brain’s reward system; the very system that responds to everything from sex, to gambling, to food, and to addictive drugs. However, dopamine also assists in regulating emotional responses, memory, and movement. Notably, abnormal dopamine levels have been linked to disorders including Parkinson’s, schizophrenia and spectrum disorders such as autism and addiction or RDS.

Nora Volkow, the director of NIDA, pointed out that one alluring possibility is that the neurotransmitter dopamine plays a substantial role in humans’ ability to pursue various rewards that are perhaps months or even years away in the future. This same idea has been suggested by Dr. Robert Sapolsky, a professor of biology and neurology at Stanford University. Dr. Sapolsky cited evidence that dopamine levels rise dramatically in humans when we anticipate potential rewards that are uncertain and even far off in our futures, such as retirement or even the possible alterlife. This may explain what often motivates people to work for things that have no apparent short-term benefit [51]. In similar work, Volkow and Bale [52] proposed a model in which dopamine can favor NOW processes through phasic signaling in reward circuits or LATER processes through tonic signaling in control circuits. Specifically, they suggest that through its modulation of the orbitofrontal cortex, which processes salience attribution, dopamine also enables shilting from NOW to LATER, while its modulation of the insula, which processes interoceptive information, influences the probability of selecting NOW versus LATER actions based on an individual’s physiological state. This hypothesis further supports the concept that disruptions along these circuits contribute to diverse pathologies, including obesity and addiction or RDS.

#### 2 – No intent-foresight distinction – if I foresee a consequence, then it becomes part of my deliberation since its intrinsic to my action

#### No intent foresight distinction for states.

Enoch 07 Enoch, D [The Faculty of Law, The Hebrew Unviersity, Mount Scopus Campus, Jersusalem]. (2007). INTENDING, FORESEEING, AND THE STATE. Legal Theory, 13(02). doi:10.1017/s1352325207070048 https://www.cambridge.org/core/journals/legal-theory/article/intending-foreseeing-and-the-state/76B18896B94D5490ED0512D8E8DC54B2

The general difficulty of the intending-foreseeing distinction here stemmed, you will recall, from the feeling that attempting to pick and choose among the foreseen consequences of one’s actions those one is more and those one is less responsible for looks more like the preparation of a defense than like a genuine attempt to determine what is to be done. Hiding behind the intending-foreseeing distinction seems like an attempt to evade responsibility, and so thinking about the distinction in terms of responsibility serves 39. Anderson & Pildes, supra note 38. I will use this text as my example of an expressive theory here. 40. See id. at 1554, 1564. 41. For a general critique, see Mathew D. Adler, Expressive Theories of Law: A Skeptical Overview, 148 U. PA. L. REV. 1363 (1999–2000). 42. As Adler repeatedly notes, the understanding of expression Anderson & Pildes work with is amazingly broad, so that “To express an attitude through action is to act on the reasons the attitude gives us”; Anderson & Pildes, supra note 38, at 1510. If this is so, it seems that expression drops out of the picture and everything done with it can be done directly in terms of reasons. 43. This may be true of what Anderson and Pildes have in mind when they say that “expressive norms regulate actions by regulating the acceptable justifications for doing them”; id. at 1511. http://journals.cambridge.org Downloaded: 03 Aug 2014 IP address: 134.153.184.170 Intending, Foreseeing, and the State 91 to reduce even further the plausibility of attributing to it intrinsic moral significance. This consideration—however weighty in general—seems to me very weighty when applied to state action and to the decisions of state officials. For perhaps it may be argued that individuals are not required to undertake a global perspective, one that equally takes into account all foreseen consequences of their actions. Perhaps, in other words, individuals are entitled to (roughly) settle for having a good will, and beyond that let chips fall where they may. But this is precisely what stateswomen and statesmen—and certainly states—are not entitled to settle for.44 In making policy decisions, it is precisely the global (or at least statewide, or nationwide, or something of this sort) perspective that must be undertaken. Perhaps, for instance, an individual doctor is entitled to give her patient a scarce drug without thinking about tomorrow’s patients (I say “perhaps” because I am genuinely not sure about this), but surely when a state committee tries to formulate rules for the allocation of scarce medical drugs and treatments, it cannot hide behind the intending-foreseeing distinction, arguing that if it allows45 the doctor to give the drug to today’s patient, the death of tomorrow’s patient is merely foreseen and not intended. When making a policy-decision, this is clearly unacceptable. Or think about it this way (I follow Daryl Levinson here):46 perhaps restrictions on the responsibility of individuals are justified because individuals are autonomous, because much of the value in their lives comes from personal pursuits and relationships that are possible only if their responsibility for what goes on in the (more impersonal) world is restricted. But none of this is true of states and governments. They have no special relationships and pursuits, no personal interests, no autonomous lives to lead in anything like the sense in which these ideas are plausible when applied to individuals persons. So there is no reason to restrict the responsibility of states in anything like the way the responsibility of individuals is arguably restricted.47 States and state officials have much more comprehensive responsibilities than individuals do. Hiding behind the intending-foreseeing distinction thus more clearly constitutes an evasion of responsibility in the case of the former. So the evading-responsibility worry has much more force against the intending-foreseeing distinction when applied to state action than elsewhere.

#### 3 – Actor spec – governments lack wills or intentions and inevitably deals with tradeoffs – outweighs because agents have differing obligations.

#### 4 – No act omission distinction – choosing not to act is an action in of itself since you had to make an active decision to omit. Walking past a drowning baby and choosing not to save it is a cognitive decision you were faced with and you actively decided to keep walking b) warranting a distinction gives agents the permissible choice of omitting from any ethical action since omissions lack culpability.

#### 5] No calc indicts – a) no philosophy actually says that consequences don’t matter at all since otherwise it would indict every theory since they use causal events to understand how their ethics have worked in the past and through the justification of premises b) we don’t need consequences – winning hedonism proves we’re the only one with impacts to it which means risk of offense framing is sufficient c) they’re blippy nibs that set the aff at an unfair advantage since they only have to win one while we have to beat them all – voting issue for fairness

#### 6] Extinction first –

#### A] Forecloses future improvement – we can never improve society because our impact is irreversible which proves moral uncertainty

#### 2 – Turns suffering – mass death causes suffering because people can’t get access to resources and basic necessities

#### 3 – Objectivity – body count is the most objective way to calculate impacts because comparing suffering is unethical

#### 7] Not wearing a Halloween costume is a voting issue – prevents us from celebrating Halloween which outweighs on fun which is the only portable impact.

## 4

#### Business Confidence is high now – best surveys.

ICAEW 8-20 8-20-2021 "Business confidence remains at record high as economy gets sales boost" <https://www.icaew.com/about-icaew/news/press-release-archive/2021-news-releases/business-confidence-remains-at-record-high-as-economy-gets-sales-boost> (Institute of Chartered Accountants in England and Wales)//Elmer

Friday 20 August 2021: **Business confidence** has **hit a record high** for the second quarter in a row, a survey of chartered accountants published today has found. Business confidence at record **high for second consecutive quarter**, ICAEW survey finds Strong sales growth projections key to confidence boost Companies face new challenges as economy reopens Business confidence has hit a record high for the second quarter in a row, a survey of chartered accountants published today (FRIDAY 20 AUGUST 2021) has found. Sentiment tracked by ICAEW’s Business Confidence Monitor™ (BCM) found **optimism at 47 on the quarterly index**, its **highest** level **since** the **survey was launched** in 2004 and surpassing the previous record set last quarter. [1] The optimism was **shared by businesses of all sizes across all sectors, nations and regions** in the UK. The record reading was a likely reflection of the expectation of strong sales growth in the year ahead, especially in the domestic market where a record rise of 7.4% is predicted over the coming 12 months. Companies also expect a sharp boost in export sales, which will rebound to pre-pandemic rates of increase. [2] However, the likelihood of confidence remaining positive is highly dependent on the COVID-19 situation not deteriorating further, ICAEW said. Decisions on interest rates, the winding down of support schemes, such as furlough, could also have an impact on future business sentiment. Office for National Statistics figures published last week showed that Britain’s economy grew 4.8% between April and June, below the 5% that the Bank of England had forecast. Michael Izza, ICAEW Chief Executive, said: “Business confidence has now hit record levels for two quarters in a row - companies are clearly benefitting from rising customer demand as the economy reopens and life begins to return to normal. The high level of optimism is unsurprising but it remains vulnerable to a possible resurgence of COVID-19 as we head into the autumn. “While confidence is high across all sectors, with companies reporting record expectations for domestic sales growth, they also told us they **face challenges from** **skills shortages**, wage increases and rising costs. “This is a crucial stage for the economy. Despite having to cope with the winding down of government financial support and possible interest rate rises, businesses are definitely bouncing back, but **finances are fragile** and any **additional costs could threaten** the recovery.”

#### Right to Strike has unintended effects that threaten growth and business confidence.

Tenza 20, Mlungisi. "The effects of violent strikes on the economy of a developing country: a case of South Africa." Obiter 41.3 (2020): 519-537. (lecturer in the field of Labour Law at the School of Law. He holds a LLM Degree.)//Elmer

2 BACKGROUND When South Africa obtained democracy in 1994, there was a dream of a better country with a new vision for industrial relations.5 However, the number of **violent strikes** that have bedevilled this country in recent years seems to have **shattered-down** the **aspirations of a better South Africa**. South Africa recorded 114 strikes in 2013 and 88 strikes in 2014, which **cost** the country about **R6.1 billion** according to the Department of Labour.6 The impact of these strikes has been hugely felt by the mining sector, particularly the platinum industry. The biggest strike took place in the platinum sector where about 70 000 mineworkers’ downed tools for better wages. Three major platinum producers (Impala, Anglo American and Lonmin Platinum Mines) were affected. The strike started on 23 January 2014 and ended on 25 June 2014. Business Day reported that “the five-month-long strike in the platinum sector pushed the economy to the brink of recession”. 7 This strike was closely followed by a four-week strike in the metal and engineering sector. All these strikes (and those not mentioned here) were characterised with violence accompanied by damage to property, intimidation, assault and sometimes the killing of people. Statistics from the metal and engineering sector showed that about 246 cases of intimidation were reported, 50 violent incidents occurred, and 85 cases of vandalism were recorded.8 Large-scale unemployment, soaring poverty levels and the dramatic income inequality that characterise the South African labour market provide a broad explanation for strike violence.9 While participating in a strike, workers’ stress levels leave them feeling frustrated at their seeming powerlessness, which in turn provokes further violent behaviour.10 These **strikes** are not only violent but **take long to resolve**. Generally, a lengthy strike has a **negative effect on employment**, **reduces business confidence** **and increases the risk of economic stagflation**. In addition, such strikes have a **major setback on** the growth of the economy and **investment opportunities**. It is common knowledge that consumer spending is directly linked to economic growth. At the same time, if the economy is not showing signs of growth, employment opportunities are shed, and poverty becomes the end result. The economy of South Africa is in need of rapid growth to enable it to deal with the high levels of unemployment and resultant poverty. One of the measures that may boost the country’s economic growth is by attracting potential investors to invest in the country. However, this might be difficult as **investors** would want to invest in a country where there is a likelihood of getting returns for their investments. The wish of getting returns for investment **may not materialise** **if the labour environment** **is not fertile** for such investments **as a result** **of**, for example, **unstable labour relations**. Therefore, investors may be reluctant to invest where there is an unstable or fragile labour relations environment. 3 THE COMMISSION OF VIOLENCE DURING A STRIKE AND CONSEQUENCES The Constitution guarantees every worker the right to join a trade union, participate in the activities and programmes of a trade union, and to strike. 11 The Constitution grants these rights to a “worker” as an individual.12 However, the right to strike and any other conduct in contemplation or furtherance of a strike such as a picket13 can only be exercised by workers acting collectively.14 The right to strike and participation in the activities of a trade union were given more effect through the enactment of the Labour Relations Act 66 of 199515 (LRA). The main purpose of the LRA is to “advance economic development, social justice, labour peace and the democratisation of the workplace”. 16 The advancement of social justice means that the exercise of the right to strike must advance the interests of workers and at the same time workers must refrain from any conduct that can affect those who are not on strike as well members of society. Even though the right to strike and the right to participate in the activities of a trade union that often flow from a strike17 are guaranteed in the Constitution and specifically regulated by the LRA, it sometimes happens that **the right to strike is exercised** **for purposes not intended** by the Constitution and the LRA, generally. 18 For example, it was not the intention of the Constitutional Assembly and the legislature that violence should be used during strikes or pickets. As the Constitution provides, pickets are meant to be peaceful. 19 Contrary to section 17 of the Constitution, the conduct of workers participating in a strike or picket has changed in recent years with workers trying to emphasise their grievances by causing disharmony and chaos in public. A media report by the South African Institute of Race Relations pointed out that between the years 1999 and 2012 there were 181 strike-related deaths, 313 injuries and 3,058 people were arrested for public violence associated with strikes.20 The question is whether employers succumb easily to workers’ demands if a strike is accompanied by violence? In response to this question, one worker remarked as follows: “[T]here is no sweet strike, there is no Christian strike … A strike is a strike. [Y]ou want to get back what belongs to you ... you won’t win a strike with a Bible. You do not wear high heels and carry an umbrella and say ‘1992 was under apartheid, 2007 is under ANC’. You won’t win a strike like that.” 21 The use of violence during industrial action **affects** not only the strikers or picketers, the **employer** and his or her **business** but it also affects **innocent members of the public**, **non-striking employees**, the **environment** **and the economy at large**. In addition, striking workers visit non-striking workers’ homes, often at night, threaten them and in some cases, assault or even murder workers who are acting as replacement labour. 22 This points to the fact that for many workers and their families’ living conditions remain unsafe and vulnerable to damage due to violence. In Security Services Employers Organisation v SA Transport & Allied Workers Union (SATAWU),23 it was reported that about 20 people were thrown out of moving trains in the Gauteng province; most of them were security guards who were not on strike and who were believed to be targeted by their striking colleagues. Two of them died, while others were admitted to hospitals with serious injuries.24 In SA Chemical Catering & Allied Workers Union v Check One (Pty) Ltd,25 striking employees were carrying various weapons ranging from sticks, pipes, planks and bottles. One of the strikers Mr Nqoko was alleged to have threatened to cut the throats of those employees who had been brought from other branches of the employer’s business to help in the branch where employees were on strike. Such conduct was held not to be in line with good conduct of striking.26

#### Corporate optimism, specifically investment, drives self-sustaining recovery.

Van der Welle 7-7 Peter Van der Welle 7-7-2021 “How capex holds the key to a self-sustaining economic recovery” <https://www.robeco.com/latam/en/insights/2021/07/how-capex-holds-the-key-to-a-self-sustaining-economic-recovery.html> (Strategist within the Global Macro team, M.A. in Economics from Tilburg University)//Elmer

Title: How capex holds **the key to a self-sustaining economic recovery**. **Capital expenditure** to fix supply shortages and meet burgeoning demand is seen figuring strongly in the post-Covid recovery. [Author and summary omitted]. **Companies** are **expected to invest heavily** in new equipment and capacity as they seek **to meet** the pent-up **demand released from** economic **reopening**. “The world is emerging from the pandemic, and much of the focus has been on the release of huge pent-up demand for goods and services that have been inaccessible for much of the past year,” says Peter Van der Welle, strategist with Robeco’s multi-asset team. “But there is a bigger issue regarding the ability of companies to supply these goods and services, due to the supply side constraints that have emerged through economic reopening. We believe this is powering a resurgence in capital expenditure by companies, and those which are investing in new equipment to meet greater demand will be the more sought after stocks.” Capex intentions Van der Welle says this trend can already be seen in the US Federal Reserve’s Capex Intentions Index, which shows that steep year-on-year increases in capital expenditures are planned. “So, that's **promising for** a near-term **rebound** in the capex cycle,” he says. “The market has already picked up on that theme because you can see a clear outperformance of capex-intensive stocks compared to the broader market year to date.” Fiscal dominance Van der Welle says five elements support the multi-asset team’s view that capex will rise from here onwards. “The first is the overarching macroeconomic picture in that we are increasingly moving towards an environment of fiscal dominance and away from one that has been monetary-led via quantitative easing,” he says. “Central banks have pursued very easy monetary policies, but they have hit the nominal lower bounds with regard to policy rates.” “This is a hard constraint because real rates are difficult for central banks to push even lower than they are nowadays, given the strong consensus among both central bankers and market participants that inflation is transitory.” Big spending plans For stimulus, fiscal policy is better suited to address the negative supply shock that Covid-19 has posed. Fiscal dominance can be seen in the huge infrastructure spending planned in the US, with the USD 1.9 trillion American Rescue Plan already in motion, and the USD 2 trillion American Jobs Plan going through Congress. In Europe, the disbursement of the EUR 750 billion EU Recovery Fund is due to start later in July. “An era of f**iscal dominance** is able to **say goodbye to** the secular **stagnation** thesis, which holds that the economy is suffering from under-investment,” says Van der Welle. “Under-investment due to insufficient demand, which was the biggest problem after the global financial crisis, has become less likely.” “We saw very subdued consumption growth both in the US and elsewhere between 2009 and 2019. That story is reversing in the US. Households’ income has been supported by fiscal policy during the Covid-19 recession, while burgeoning consumer demand in the reopening phase could prove to be more sticky as employment prospects continue to improve in the medium term.” Tobin’s Q looks good A third reason to expect higher capex is driven by ‘Tobin’s Q’ – the market value of a company divided by its assets' replacement cost. If this ratio is above one, then corporates have an incentive to invest directly in the underlying assets rather than buying another company at market value to acquire the same assets. The Tobin’s Q ratio is currently at 1.7 for the US. “So it's very expensive to do M&A, and it is wiser for corporates to invest in the underlying capital goods themselves,” Van der Welle says. “We should therefore expect a gradual move away from M&A activity towards companies making direct investments in capital goods.” Supply-side constraints The fourth element is the severe supply-side constraints seen in the global economy, as capacity shut down during the pandemic. “This is reflected in the ISM Prices Paid Index, which reached an all-time high in June in reflection of rampant shortages of raw materials and labor,” says Van der Welle. “Clearly the issue today following the pandemic is not demand related, but supply related. This will also trigger more awareness to push the productivity frontier and incentivize capital expenditure.” Less reliance on labor The fifth element is the partial substitution from labor to capital in the US against the backdrop of lingering labor shortages. “A decline in the labor force participation rate shows that people are not quickly returning to the labor force, as they have been disincentivized by the subsidies and pay checks they have gained from the stimulus plans, and/or structural changes in their work/life balance due to the pandemic,” says Van der Welle. “When the cost of labor becomes more expensive, substituting labor with capital becomes more attractive for employers. Typically, the inflection point for capex intentions becoming positive is when unit labor costs rise by more than 2% year on year, which is the case today.” Capex will lengthen the earnings cycle Regarding earnings, **there is a** significant **relationship** **between** capex intentions and productivity, though the lag from intending to invest to actually getting a realized productivity gain is quite long – up to several years. **Higher capex that eventually brings higher productivity** **growth will sustain the earnings cycle**, Van der Welle says. Higher productivity gives corporates more pricing power because they suppress unit labor costs, and that means profit margins can stay elevated for longer.

#### Business confidence is the best indicator for growth.

Khan 20, Hashmat, and Santosh Upadhayaya. "Does business confidence matter for investment?." Empirical Economics 59.4 (2020): 1633-1665. (Economics Professor at Carleton University)//Elmer

Abstract Business confidence is a well-known leading indicator of future output. Whether it has information about future investment is, however, unclear. We determine how informative business confidence is for investment growth independently of other variables using US business confidence survey data for 1955Q1–2016Q4. Our main findings are: (i) **business confidence has predictive ability for investment growth**; (ii) remarkably, business confidence has **superior** forecasting power, relative **to conventional predictors**, for investment downturns over 1–3-quarter forecast horizons and for the sign of investment growth over a 2-quarter forecast horizon; and (iii) exogenous shifts in business confidence reflect short-lived non-fundamental factors, consistent with the ‘animal spirits’ view of investment. Our findings have implications for improving investment forecasts, developing new business cycle models, and studying the role of social and psychological factors determining investment growth. Introduction Business confidence is a well-known leading indicator of future output, especially during economic downturns, and receives attention from the media, policymakers and forecasters. Somewhat surprisingly, the direct link between business confidence and investment has not yet been investigated. Our paper fills this gap. We provide a quantitative assessment of the information in business confidence for future investment growth, after **controlling for** the conventional determinants such as **user cost, output, cash flow and stock price**. Understanding the predictive power of business confidence is valuable along three dimensions. First, it can help forecasters and policymakers improve their investment forecasts. Second, it can provide a rationale for explicitly including **business confidence**—either **as causal or** as **anticipatory**—**in** theoretical models of **business cycles**. Third, it can help motivate studies on the how investment managers’ social and psychological circumstances influence investment decisions over and beyond rational cost-benefit analyses.Footnote1 We consider the Organization for Economic Co-Operation and Development (OECD)’s business confidence index for the USA as a measure of business confidence and ask the following three questions.Footnote2 Does business confidence have independent information about future business investment growth? Does it have forecasting power for investment downturns? Does it help in making directional forecasts—the positive or negative movements in the trajectory of investment growth? Previous literature that used business confidence has primarily studied its predictive properties for variables other than investment. Heye (1993) examines the relationship between business confidence and labour market conditions in the USA and other industrialized countries. Dasgupta and Lahiri (1993) show that business sentiments have explanatory power of forecasting business cycle turning points. Taylor and McNabb (2007) find that business confidence is procyclical and plays an important role in forecasting output downturns. Although we focus on business confidence, our paper is related to a large body of previous research that has studied consumer confidence or sentiment and its ability to forecast macroeconomic variables. Leeper (1992) finds that consumer sentiment does not help predict industrial production and unemployment, especially when financial variables are taken into account. On the other hand, Matsusaka and Sbordone (1995) reject the hypothesis that consumer sentiment does not predict output. Carroll et al. (1994), Fuhrer (1993), Bram and Ludvigson (1998), Ludvigson (2004) and Cotsomitis and Kwan (2006) find that the consumer attitudes have some additional information about predicting household spending behaviour. Lahiri et al. (2016) employ a large real-time dataset and find that the consumer confidence survey has important role in improving the accuracy of consumption forecasts. Christiansen et al. (2014) find that consumer and business sentiments contain independent information for forecasting business cycles. Barsky and Sims (2012) find that consumer confidence reflects news about future fundamentals and a confidence shock has a persistent effect on the economy. More recently, Angeletos et al. (2018) quantify the role of confidence for business cycle from both theoretical and empirical perspectives. They construct a measure of confidence within a Vector Autoregressive (VAR) framework by taking the linear combination of the VAR residuals that maximizes the sum of the volatilities of hours and investment at frequencies of 6–32 quarters. Their measure likely captures a mixture of consumer and business confidence and is, therefore, distinct from the survey-based measure that we use in our analysis. We find that business confidence leads US business investment growth by one quarter. It leads structures investment, which is one of the major components of business investment, by two quarters. Our **empirical analysis shows** that **investors’ confidence has** statistically **significant predictive power for** US business investment **growth** and its components (equipment and non-residential structures) after **controlling for other determinants of investment**. To better gauge the role of business confidence for investment growth, we also perform Out-Of-Sample (OOS) test for 1990Q1–2016Q4. Our findings suggest that the OOS test results are similar to the in-sample test results.Footnote3 While, as we found, business confidence has predictive power for total investment, it may also contain additional information on the trajectory of investment as captured by downturns and directional changes. This information would be of interest to policymakers in assessing the economy’s near-term outlook, over and above the general ability of business confidence to forecast investment. Indeed, we find that contemporaneous correlation between business confidence and investment growth rises during NBER recession dates. This property of the data suggests that it is worthwhile to explore the forecasting ability of business confidence for investment downturns and directional changes. Towards this end, we define investment downturns as business investment growth below the sample average for more than two consecutive quarters.Footnote4 Using a static probit forecasting model, we assess the OOS forecasting ability of business confidence for investment downturns for 1990Q1–2016Q4. A key finding of this approach in the literature is that term spread and stock price contain information for forecasting US recessions (Estrella and Mishkin 1998; Nyberg 2010; Kauppi and Saikkonen 2008). We follow a similar approach and find that business confidence has statistically significant forecasting power for investment downturns over 1–4-quarter forecast horizons in the US economy. It has stronger forecasting ability than the traditional predictors such as term spread, credit spread and stock price at 1–3-quarter forecast horizons. We also find strong evidence that the business confidence has good incremental predictive power for investment downturns over 1–4-quarter forecast horizons, controlling for other predictors of downturns.

#### Economic decline results in multilateral breakdown that causes state collapse, conflict, climate change, and Arctic and Space War.

McLennan 21 – Strategic Partners Marsh McLennan SK Group Zurich Insurance Group, Academic Advisers National University of Singapore Oxford Martin School, University of Oxford Wharton Risk Management and Decision Processes Center, University of Pennsylvania, “The Global Risks Report 2021 16th Edition” “http://www3.weforum.org/docs/WEF\_The\_Global\_Risks\_Report\_2021.pdf //Re-cut by Elmer

Forced to choose sides, governments may face **economic** or diplomatic **consequences**, as proxy disputes play out in control over economic or geographic resources. The deepening of geopolitical fault lines and the lack of viable middle power alternatives make it harder for countries to cultivate connective tissue with a diverse set of partner countries based on mutual values and maximizing efficiencies. Instead, networks will become thick in some directions and non-existent in others. The COVID-19 crisis has amplified this dynamic, as digital interactions represent a “huge loss in efficiency for diplomacy” compared with face-to-face discussions.23 With some **alliances weakening**, diplomatic relationships will become more unstable at points where superpower tectonic plates meet or withdraw. At the same time, without superpower referees or middle power enforcement, global **norms** may **no longer govern** state **behaviour**. Some governments will thus see the solidification of rival blocs as an opportunity to engage in regional posturing, which will have destabilizing effects.24 Across societies, domestic discord and **economic crises will** **increase** the risk of **autocracy**, **with corresponding** **censorship, surveillance**, restriction of movement and abrogation of rights.25 Economic crises will also amplify the **challenges for middle power**s

as they navigate geopolitical competition. **ASEAN countries, for example, had offered a potential new manufacturing base as the United States and China decouple, but the pandemic has left these countries strapped for cash to invest in the necessary infrastructure and productive capacity.26** Economic fallout is pushing many countries to debt distress (see Chapter 1, Global Risks 2021). While G20 countries are supporting debt restructure for poorer nations,27 larger economies too may be at **risk of default** in the longer term;28 this would **leave them further stranded**—**and unable to exercise leadership—on the global stage**. Multilateral meltdown **Middle power weaknesses** will be **reinforced** in weakened institutions, which may translate to **more uncertainty and lagging progress on shared global challenges such as climate change**, **health, poverty reduction and technology governance**. In the absence of strong regulating institutions, **the Arctic and space represent new realms for** potential **conflict** as the superpowers and middle powers alike compete to extract resources and secure strategic advantage.29 If the global superpowers continue to accumulate economic, military and technological power in a zero-sum playing field, some middle powers could increasingly fall behind. Without cooperation nor access to important innovations, middle powers will struggle to define solutions to the world’s problems. In the long term, GRPS **respondents forecasted “w**eapons of **m**ass **d**estruction” **and “state collapse**” as the two top critical threats: in the absence of strong institutions or clear rules, clashes— such as those in **Nagorno-Karabakh or the Galwan Valley**—**may more frequently flare into** full-fledged **interstate conflicts**,30 which is particularly worrisome where unresolved tensions among nuclear powers are concerned. These conflicts may lead to state collapse, with weakened middle powers less willing or less able to step in to find a peaceful solution.

## 5

#### Reject 1AR theory A] NO 3NR so 2ar gets to weigh however they want B] time skew- 1NC theory first

#### A] Abuse was self-inflicted-

#### B] 1nc t/theory is more common, so resolving it first sets better norms B] It definitionally comes prior since it was introduced first. Negating is harder so you grant me an rvi on all 1ar shells- Judge psychology they get a 2ar judge psychology advantage. 1ar theory drop the arg.

#### C] They can spam no risk shells that make a 2n impossible since we have to adequately answer all of them and win substance.

#### D] NC theory first - 1] Abuse was self-inflicted- They started the chain of abuse and forced me down this strategy 2] Norming- We have more speeches to norm over whether it’s a good idea 3] It was introduced first so it comes lexically prior.

#### E] Neg abuse outweighs Aff abuse – 1] Infinite prep time before round to frontline 2] 2AR judge psychology and 1st and last speech 3] Infinite perms and uplayering in the 1AR.

## Case

### Underview

#### Permissibility and presumption negate

#### 1] Obligations- the resolution indicates the affirmative has to prove an obligation, and permissibility would deny the existence of an obligation

#### 2] Falsity- Statements are more often false than true because proving one part of the statement false disproves the entire statement. Presuming all statements are true creates contradictions which would be ethically bankrupt.

#### 3] Negating is harder – A] Aff gets first and last speech which control the direction of the debate B] Affirmatives can strategically uplayer in the 1ar giving them a 7-6 time skew advantage, splitting the 2nr C] They get infinite prep time

#### 4] Affirmation theory- Affirming requires unconditionally maintaining an obligation

Affirm [is to]: maintain as true.

That’s Dictionary.com- “affirm” https://www.dictionary.com/browse/affirm

#### 5] Presumes I read nibs and that I don’t

#### 6] This is also a reason tehre is sufficient reason to vote af.f.

#### 7] We both have 13 mins, no substance ed – we make a claim that we cant engage in susbtance

### Framework

#### on proceduralism - hijack - we need to be alive to will

#### on foundations - ethical subjects are constituted by values, not the ability to act

#### on motivation - will isnt the source of desires, desire is what creates will to take action which hijacks this

#### on identity - pleasure is biological which hijacks this

#### on jaeggi 1 - ethics should be based off of an objective descriptive state of the world with values to pursue which tells us how to navigate those conditions - its not either obejctive or subjective, its a combination of both based on situations

#### jaeggi 2 proves this framework isnt motivationary, but instead just a procedural that says we need to have the ability to will - that doesnt obligate actions which proves thei framework triggers permissibility

#### jaeggi 3 and 4 arent offense - just more reasons we should view ourselves as agents, which util accesses since it requires abilities to act but also being alive

#### on conseq fail -

#### on a point - moral purview solves, we shouldnt be held accountable for consequences outside of our moral purview

#### on b point - Nonunique – you can’t deductively verify deduction – deduction also takes non-verifiable principles for granted which means they suffer the same problem, also doesn’t fail – we can be reasonably sure that if I drop this pen that it’ll fall – their arg is a probability indict but they don’t have competing util offense so case o/w

#### we hijack epistemology - we can determine whats morally relevant through analysis of what consequneces could come to be based on circumstances and determine which one saves lives

#### on action theory - Turn, we decide a course of action based on material circumstances so util controls the internal link to intending an action in the first place

#### on performativity - 1] reject performativity debate over frameworks is about obligating the actor of the resolution not us debaters in the round, 2] we hijack we're alive which means we need util to stay that way lol

#### also hijack sociological subjectivity - oppression isnt just social alienation, people can oppress by recognizing agency and then diminishing other characteristics of a person, takes this out

### Offense

#### Strikes cause loss of individuality – they give up their radical freedom to choose when forced to partake in union bargaining

Hunter 99 Robert P. Hunter 8-24-1999 "Disadvantages of Union Representation" <https://www.mackinac.org/2313> (Robert P. Hunter served as the regional director of the Federal Labor Relations Authority in Washington, D.C., and was a senior fellow in labor policy for the Mackinac Center for Public Policy. Hunter was director of labor policy for the Mackinac Center from 1996 to 2003.) JG

Another disadvantage for unionized workers **is the loss of individuality**. When a union is certified as the exclusive employee representative in a workplace, employees become members **of an overall bargaining unit** in **which the majority rules**. The ruling majority may not be sympathetic **with each individual's specific employment needs** or aspirations. Individual agreements between employees and management **are not allowed** because the employer is under an obligation to deal exclusively with the union. The union leaders make decisions for all employees, which many may deem not to be in their best individual interest. Loss of individuality is of prime concern for many employees, as well as the loss of the opportunity to negotiate for themselves an individual arrangement.