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## 1

#### The role of the ballot is to determine whether the resolution is a true or false statement – their framing collapses since you must say it is true that a world is better than another before you adopt it.

#### They justify substantive skews since there will always be a more correct side of the issue but we compensate for flaws in the lit.

#### Most educational since otherwise we wouldn’t use math or logic to approach topics. Scalar methods like comparison increases intervention – the persuasion of certain DA or advantages sway decisions – T/F binary is descriptive and technical.

#### a priori’s 1st – even worlds framing requires ethics that begin from a priori principles like reason or pleasure so we control the internal link to functional debates.

#### The ballot says vote aff or neg based on a topic – five dictionaries[[1]](#footnote-1) define to negate as to deny the truth of and affirm[[2]](#footnote-2) as to prove true which means it’s constitutive and jurisdictional. I denied the truth of the resolution because I don’t think it’s true which means I’ve met my burden.

#### Negate additionally –

#### **1] The holographic principle is the most reasonable conclusion**

Stromberg 15[Joseph Stromberg- “Some physicists believe we're living in a giant hologram — and it's not that far-fetched” <https://www.vox.com/2015/6/29/8847863/holographic-principle-universe-theory-physics> Vox. June 29th 2015] War Room Debate AI

Some physicists actually believe that the universe we live in might be a hologram. The idea isn't that the universe is some sort of fake simulation out of The Matrix, but rather that even though we appear to live in a three-dimensional universe, it might only have two dimensions. It's called the holographic principle. The thinking goes like this: Some distant two-dimensional surface contains all the data needed to fully describe our world — and much like in a hologram, this data is projected to appear in three dimensions. Like the characters on a TV screen, we live on a flat surface that happens to look like it has depth. It might sound absurd. But when physicists assume it's true in their calculations, all sorts of big physics problems — such as the nature of black holes and the reconciling of gravity and quantum mechanics — become much simpler to solve. In short, the laws of physics seem to make more sense when written in two dimensions than in three. "It's not considered some wild speculation among most theoretical physicists," says Leonard Susskind, the Stanford physicist who first formally defined the idea decades ago. "It's become a working, everyday tool to solve problems in physics." But there's an important distinction to be made here. There's no direct evidence that our universe actually is a two-dimensional hologram. These calculations aren't the same as a mathematical proof. Rather, they're intriguing suggestions that our universe could be a hologram. And as of yet, not all physicists believe we have a good way of testing the idea experimentally.

#### 2] Paradox of tolerance- to be completely open to the aff we must exclude perspectives that wouldn’t be open to the aff which means it’s impossible to have complete tolerance for an idea since that tolerance relies on excluding a perspective.

#### 3] Decision Making Paradox- in order to decide to do the affirmative we need a decision-making procedure to enact it, vote for it, and to determine it is a good decision. But to chose a decision-making procedure requires another meta level decision making procedure leading to infinite regress since every decision requires another decision to chose how to make a decision.

#### 4] The Place Paradox- if everything exists in a place in space time, that place must also have a place that it exists and that larger place needs a larger location to infinity. Therefore, identifying ought statements is impossible since those statements assume acting on objects in the space-time continuum.

#### 5] Grain Paradox- A single grain of millet makes no sound upon falling, but a thousand grains make a sound. But a thousand nothings cannot make something which means the physical world is paradoxical.

#### 6] Arrows Paradox- If we divide time into discrete 0-duration slices, no motion is happening in each of them, so taking them all as a whole, motion is impossible.

#### 7] Bonini’s Paradox- As a model of a complex system becomes more complete, it becomes less understandable; for it to be more understandable it must be less complete and therefore less accurate. Therefore no philosophical or political model can be useful.

#### **8] All analysis fails- substitution logic proves**

Wikipedia Summarizes[Wikipedia - “Paradox of analysis” <https://en.wikipedia.org/wiki/Paradox_of_analysis>] War Room Debate AI

A [conceptual analysis](https://en.wikipedia.org/wiki/Conceptual_analysis) is something like the definition of a word. However, unlike a standard dictionary definition (which may list examples or talk about related terms as well), a completely correct analysis of a concept in terms of others seems like it should have exactly the same meaning as the original concept. Thus, in order to be correct, the analysis should be able to be used in any context where the original concept is used, without changing the meaning of the discussion in context. Conceptual analyses of this sort are a major goal of [analytic philosophy](https://en.wikipedia.org/wiki/Analytic_philosophy).

However, if such an analysis is to be useful, it should be informative. That is, it should tell us something we don't already know (or at least, something one can imagine someone might not already know). But it seems that no conceptual analysis can both meet the requirement of correctness and of informativeness, on these understandings of the requirements.

To see why, consider a potential simple analysis:

(1) For all x (any given member of a class or set), x is a brother if and only if x is a male sibling

One can say that (1) is correct because the expression "brother" represents the same concept as the expression "male sibling," and (1) seems to be informative because the two expressions are not identical. And if (1) is truly correct, then "brother" and "male sibling" must be interchangeable:

(2) For all x, x is a brother if and only if x is a brother

Yet (2) is not informative, so either (1) is not informative, or the two expressions used in (1) are not interchangeable (because they change an informative analysis into an uninformative one) so (1) is not actually correct. In other words, if the analysis is correct and informative, then (1) and (2) must be essentially equal, but this is not true because (2) is not informative. Therefore, it seems an analysis cannot be both correct and informative at the same time.

#### 9] Linguistics fail- Words do not have intrinsic or inherent meaning but are rather constructed by a set of sign and signifiers. For example, if I say the word pencil, a specific image pops into your head that doesn’t necessarily imply all pencils.

## 2

#### Permissibility and presumption negate

#### 1] Obligations- the resolution indicates the affirmative has to prove an obligation, and permissibility would deny the existence of an obligation

#### 2] Falsity- Statements are more often false than true because proving one part of the statement false disproves the entire statement. Presuming all statements are true creates contradictions which would be ethically bankrupt.

#### 3] Negating is harder – A] Aff gets first and last speech which control the direction of the debate B] Affirmatives can strategically uplayer in the 1ar giving them a 7-6 time skew advantage, splitting the 2nr C] They get infinite prep time

#### 4] Affirmation theory- Affirming requires unconditionally maintaining an obligation

Affirm [is to]: maintain as true.

That’s Dictionary.com- “affirm” https://www.dictionary.com/browse/affirm

#### Spooky skepticism is true and it negates

#### 1] You could be a test tube in a witch’s laboratory or be hypnotized by a mad scientist – that negates since it would mean the status quo as outlined by the aff doesn’t exist and truth implies certainty – the sentence “It is true that ghosts exist but I’m not sure they exist” is incoherent.

#### 2] The ghost of the undecidable – every decision is haunted by the interpretation that follows it. Lawlor 19

Lawlor, Leonard, "Jacques Derrida", The Stanford Encyclopedia of Philosophy (Fall 2019 Edition), Edward N. Zalta (ed.), URL = <https://plato.stanford.edu/archives/fall2019/entries/derrida/>. js

Derrida calls the second aporia “the ghost of the undecidable” (Deconstruction and the Possibility of Justice, pp. 24–26). A decision begins with the initiative to read, to interpret, and even to calculate. But to make such a decision, one must first of all experience what Derrida calls “undecidability.” One must experience that the case, being unique and singular, does not fit the established codes and therefore a decision about it seems to be impossible. The undecidable, for Derrida, is not mere oscillation between two significations. It is the experience of what, though foreign to the calculable and the rule, is still obligated. We are obligated – this is a kind of duty—to give oneself up to the impossible decision, while taking account of rules and law. As Derrida says, “A decision that did not go through the ordeal of the undecidable would not be a free decision, it would only be the programmable application or unfolding of a calculable process” (Deconstruction and the Possibility of Justice, p. 24). And once the ordeal is past (“if this ever happens,” as Derrida says), then the decision has again followed or given itself a rule and is no longer presently just. Justice therefore is always to come in the future, it is never present. There is apparently no moment during which a decision could be called presently and fully just. Either it has not followed a rule, hence it is unjust; or it has followed a rule, which has no foundation, which makes it again unjust; or if it did follow a rule, it was calculated and again unjust since it did not respect the singularity of the case. This relentless injustice is why the ordeal of the undecidable is never past. It keeps coming back like a “phantom,” which “deconstructs from the inside every assurance of presence, and thus every criteriology that would assure us of the justice of the decision” (Deconstruction and the Possibility of Justice, pp. 24–25). Even though justice is impossible and therefore always to come in or from the future, justice is not, for Derrida, a Kantian ideal, which brings us to the third aporia

#### 3] Knowledge is as real as the monsters under your bed – either any inquiry is known or unknown. If known, then it doesn’t have to be discovered, but if unknown then it’s impossible to know that you have discovered it. Negate on presumption because the quest for knowledge or truth in the aff is fundamentally impossible

#### 4] To is defined as “expressing motion in the direction of” according to the first result on the internet as in “I am going to my neighbors for candy” – that negates since ought statements can’t “move” anywhere.

## 3

#### Tech can solve infrastructure concerns but needs to be integrated – operators are key.

Jacobs 5/31 [Lionel; Senior Security Architect in the Palo Alto Networks ICS and SCADA solutions team. Coming from the asset-owner side , Lionel has spent more than 20 years working in the IT/OT environment, with a focus on ICS systems design, controls, and implementation. He was a pioneer in bridging the IT-OT security gap and implementing next-generation security into performance and safety critical process control areas. During his tenure, he successfully deployed a large scale ICS/SCADA security architecture composed of over 100 next-generation firewalls, hundreds of advanced endpoint protection clients and SIEM, distributed over dozens of remote plants and a centralized core, all based on a "Zero Trust" philosophy. Lionel graduated from Houston Baptist University with a double degree in Physics and Mathematics and has held certifications as a MCSE, CCA, CCNP, CCIP, CCNA, CSSA, and GICSP; “Critical Infrastructure Protection: Physical and Cyber Security Both Matter,” eSecurity Planet; 5/31/21; https://www.esecurityplanet.com/networks/critical-infrastructure-protection-physical-cybersecurity/]//SJWen

Segmentation based on business criteria

Segmentation is not just breaking apart the network based on the IP-Address space. True segmentation requires identifying and grouping devices into Zones or Enclaves based on meaningful business criteria to protect better vulnerable devices found within the address space. Access to devices in the zone needs to be restricted by users, groups, protocols, networks, and devices. In some instances, you may even consider restricting access by time of day.

IoT/IIoT is beginning to take hold in the energy industry, which means there are going to be more devices attached to these networks gathering information and possibly running on a vendor’s proprietary software and hardware, which more than likely will not be managed or patchable by the operator of the system. So O&G needs to have a definite plan on how they will address this growing trend, and a zero trust-based strategy offers the best means of doing this integration in a safe, secure, and, most important, reversible manner.

Camera and sensor security

Segmentation will also include the zoning of radio frequency (RF) technologies like Wi-Fi, Microwave, satellite, and cellular. ICS and SCADA systems operators must remain mindful of the possibility of an upstream attack by threat actors who have managed to compromise their RF facilities. Remote facilities and devices often have cameras and sensors to alert when a door has been opened. Still, because they are remote, attackers have time to enter the facilities and plant a device that can go completely unnoticed.

Another option physical access affords them is the opportunity to compromise the runtime operating systems and/or OS of the devices they find. The only way you will find these would be to do a physical search of the facility or cabinet and run an audit of the OS to ensure nothing has been tainted.

Zoning limits damage

So the reason why the zone trust segmentation (zoning) is so important is if you don’t have the time to perform these acts to confirm that the site is not compromised. With proper zoning enforcement, you can limit and isolate the damage to a region or just that location.

Zones in a Zero Trust network also serve as an inspection point for traffic entering and exiting the enclave. The enabling of IPS, IDS, and virtual sandboxing technology can be applied on a per-zone basis, allowing for customized protection for the vulnerable devices contained within. Implementing these security measures is a best practice even on zones where devices can receive updates and have some form of endpoint protection.

With proper design and device consideration, zoning with the different inspection technologies enabled can also be a remediating factor for those devices in your network that cannot be patched, updated, and even those that are end-of-life. In short, zoning with inspection technology enabled helps to ensure IT and OT network systems’ safe operations. In even the most secure environments, it is never safe to assume that data traffic transversing the network is free of a potential threat.

#### Increased strikes send a clear signal to terrorists that critical US infrastructure is vulnerable by weakening organizations.

Davies 6 [Ross; George Mason University - Antonin Scalia Law School, Faculty, The Green Bag; “Strike Season: Protecting Labor-Management Conflict in the Age of Terror,” SSRN; 4/12/06; https://papers.ssrn.com/sol3/papers.cfm?abstract\_id=896185]//SJWen

Strikes (and, to a lesser extent, lockouts) are painful but necessary parts of private-sector American labor-management relations. Even if they weren't - even if sound public policy called for their eradication - we couldn't stop them. They are an inevitable byproduct of the conflicting interests and limited resources of organized workers and their employers. History shows that this is true even in times of warfare overseas or crisis at home: labor-management strife lessens at the beginning of a conflict and then bounces back. Now, however, we are confronted with warfare at home, a phenomenon that the United States has not had to deal with since the Civil War - before the rise of today's unprecedentedly large, complex, and interdependent economy and government.

And history is repeating itself again. After a lull at the beginning of the war with terrorists, work stoppages have returned to their pre-war levels. The overall rate of strike activity is substantially lower than it was during previous wars (it has been slowly declining, along with overall union membership in the private sector, for decades). Today's war, however, is being fought in part on American soil, and against enemies who operate worldwide, but whose attacks tend to be small and local, seeking advantage from the unpredictability and brutality of the damage they inflict rather than from its scale. Thus, even small, localized, and occasional work stoppages - not just the large-scale strikes that arguably affected the military-industrial complex and thus the war efforts in the past - have the potential to increase risks to critical infrastructure and public safety during the war on terror. In other words, persistent strike activity at current levels poses risks of public harm, albeit risks that are difficult to anticipate with specificity in the absence of much experience or available data. This justifies taking some reasonable precautions, including the proposal made in this Article.

By its very nature, a labor strike increases the vulnerability of that employer's operations to a terrorist attack. A strike is an act specifically designed to disrupt and weaken an employer's operations, for the (usually) perfectly lawful purpose of pressing for resolution of a dispute with management. A weakened organization or other entity is, of course, less capable of resisting and surviving exogenous shocks, whether they be commercial competition or terrorist attacks. In the United States, with its fully extended and endlessly interconnected critical infrastructure that touches everything from food processing to energy distribution to water quality, a strike in the wrong place at the wrong time that disrupts and weakens some part of that infrastructure could be decisive in the success or failure of a terrorist attack of the small, local sort described above, on such a weakened link in some infrastructural chain. Of course, none of this is to suggest that any union or its members (or any employer or its managers) would knowingly expose their fellow citizens or their property to a terrorist attack. To the contrary, experience to date suggests that union members are at least as patriotic and conscientious as Americans in general. In fact, the effectiveness of the proposal made in this Article is predicated in part on the assumption that neither workers nor their employers will knowingly contribute to the incidence or effectiveness of terrorist attacks. The concern addressed here is, rather, that innocent instigators or perpetuators of a work stoppage might unwittingly facilitate a successful terrorist attack or aggravate its effects.

#### Attacks on critical infrastructure collapses the economy through multiple avenues.

FAS 6 [DCSINT Handbook No. 1.02; Info directly from US army and Deputy Chief of Staff for Intelligence; “Critical Infrastructure Threats and Terrorism,” DCSINT/FAS; 8/10/6; https://fas.org/irp/threat/terrorism/sup2.pdf]//SJWen

Agriculture

In 1984, a cult group poisoned salad bars at several Oregon restaurants with Salmonella bacteria as the first recorded event of bioterrorism in the United States. This resulted in 750 people becoming sick.24 A review of the agriculture infrastructure results in vulnerable areas such as the high concentration of the livestock industry and the centralized nature of the food processing industry. The farm-to table chain contains various points into which an attack could be launched. The threat of attack would seriously damage consumer confidence and undermine export markets. Understanding the goal of the threat points to the area most likely attacked. If the intent was economic disruption the target would be livestock and crops, but if the intent was mass casualties the point of attack would be contamination of finished food products. Damage to livestock could be very swift, the USDA calculated that foot-and mouth disease could spread to 25 states in 5 days.25 CDC is presently tracking and developing scenarios for the arrival of Avian Flu.

Banking

Prior to the destruction of the Twin Towers, physical attacks against the banking industry, such as the destruction of facilities, were rare. Unfortunately, evidence indicates that may change, in March 2005 three British al-Qa’ida operatives were indicted by a U.S. federal court on charges of conducting detailed reconnaissance of financial targets in lower Manhattan, Newark, New Jersey, and Washington, D.C. In addition to video taping the Citigroup Center and the New York Stock Exchange in New York City, the Prudential Financial building in Newark, and the headquarters of the International Monetary Fund and the World Bank in Washington D.C., the men amassed more than 500 photographs of the sites.26 The Banking infrastructures primary weakness is along its cyber axis of attack. Through phishing and banking Trojan targeting specific financial institutions, attackers reduce confidence among consumers. Recently American Express posted an alert online, including a screenshot of a pop-up that appeared when users log in to its secure site.27

The attack not only attempts to obtain personal information that can be used for various operations, but also launches a virus into the user’s computer. CitiBank, and Chase Manhattan Bank have both been victim during 2005 and 2006 to phishing schemes misrepresenting their services to their clients.

Energy

Recently the oil industry occupied the headlines, and the criticality of this infrastructure is not lost on terrorists. In mid-December 2004, Arab television aired an alleged audiotape message by Usama bin Laden in which he called upon his followers to wreak havoc on the U.S. and world economy by disrupting oil supplies from the Persian Gulf to the United States.28 The U.S. uses over 20.7 million barrels a day of crude oil and products and imports 58.4% of that requirement.29 On 19 January 2006 al-Qaeda leader Osama bin Laden announced in a video release that, “The war against America and its allies will not be confined to Iraq…..”, and since June of 2003 there have been 298 recorded attacks against Iraqi oil facilities.30 Terrorists conduct research as to the easiest point to damage the flow of oil or to the point where the most damage can be done. Scenarios involving the oil fields themselves, a jetliner crashing into the Ras Tanura facility in Saudi Arabia could remove 10 percent of the world’s energy imports in one act.31 Maritime attacks are also option for terrorists; on October 6, 2002 a French tanker carrying 397,000 barrels of crude oil from Iran to Malaysia was rammed by an explosive laden boat off of the port of Ash Shihr, 353 miles east of Aden. The double-hulled tanker was breached, and maritime insurers tripled the rates.32 Energy most travel often long distances from the site where it is obtained to the point where it is converted into energy for use, a catastrophic event at any of the sites or along its route can adversely impact the energy infrastructure and cause ripples in other infrastructures. The security of the pipeline in Alaska increases in importance as efforts are made to make America more independent on energy use.

Economy

The U.S. economy is the end-state target of several terrorist groups as identified in the introduction quote. The means by which terrorists and other threats attempt to impact the economic infrastructure is through it’s linkage to the other infrastructures. Attacks are launched at other infrastructures, such as energy or the Defense Industrial Base in an effort to achieve a “cascading” result that impacts the economy. Cyber attacks on Banking and Finance are another effort to indirectly impact the economy. The short term impacts of the 9/11 attacks on Lower Manhattan resulted in the loss of 30% of office space and a number of businesses simply ceased to exist. Close to 200,000 jobs were destroyed or relocated out of New York City. The destruction of physical assets was estimated in the national accounts to amount to $14 billion for private businesses, $1.5 billion for state and local government enterprises and $0.7 billion for federal enterprises. Rescue, cleanup and related costs are estimated to at least $11 billion for a total direct cost of $27.2 billion.33 The medium and long term effects cannot be accurately estimated but demonstrate the idea of cascading effects. The five main areas affected over a longer period were Insurance, Airlines, Tourism and other Service Industries, Shipping and Security and military spending. At various times terrorist rhetoric has mentioned attacks against Wall Street proper, but the more realistic damage to the economy will come through the indirect approach of cascading effects.

Transportation

The attack on commuter trains in Madrid in March of 2004 and the London bombings in July of 2005, which together killed 243 people, clearly indicated the threat to the transportation infrastructure. Statistics provided by the Brookings Institute in Washington DC show that between 1991 and 2001 42% of worldwide terrorist attacks were directed against mass transit. Transportation is viewed by terrorists as a “soft target” and one that will impact the people of a country. Mass Service Transportation (MST) is the likely target of a terrorist attack.

MST caters to large volumes of people, crammed into narrow confined spaces

MST is designed to move large numbers of people quickly and efficiently, which is often counter to protective measure

MST assets are enclosed, serving to amplify explosions

MST attacks can result in “cascading effects” because communications and power conduits are usually collocated in proximity to their routes

The Department of Homeland Security sent a “public sector notice” in May of 2006 based on two incidents of “suspicious videotaping” of European mass-transit systems.34 The individual had several tapes besides the one in his camera, none of which showed any tourist sites. The tapes focused on the insides of subway cars, the inside and outside of several stations and exit routes from the stations. In June of 2003 the FBI arrested Iyman Faris, a 34 year old naturalized American citizen who had been in contact with Al Qaeda conducting research and reconnaissance in an effort to destroy the Brooklyn Bridge.35 Mr. Faris had traveled to Afghanistan and Pakistan in 2000, meeting with Osama bin Laden, he returned to the U.S. and began gathering information concerning the Brooklyn Bridge and communicating via coded messages with Al Qaeda leaders. An attack on the bridge would have not only damaged the transportation infrastructure, but also a known American landmark. On 24 May 2006, a Pakistani immigrant was convicted on charges of plotting to blow up one of Manhattan’s busiest subway stations in retaliation for the U.S. actions at the Abu Ghraib prison.36

Terrorist threats to the transportation infrastructure extend beyond land to the sea. Vice Admiral Jonathan Greenert, commander of the U.S. Seventh Fleet, said “one of my nightmares would be a maritime terrorism attack in the Strait of Malacca”.37 “There is a strain of al-Qaida in Southeast Asia, called Jemaah Islamiya. They are actively pursuing a maritime terrorism capability that includes diving and mining training.”38 As how this might impact on the economy, $220 billion in trade comes through the Seventh Fleet area of responsibility and 98% of the commerce is moved by sea. Just as ports can be viewed a SPOF within the maritime transport system, there are certain waterway chokepoints or heavily trafficked areas that can be viewed as a high payoff target to a terrorist or result in catastrophic damage from a natural disaster.

#### Extinction.

Liu '18 [Qian; 11/13/18; Managing Director of Greater China for The Economist Group, previously director of the global economics unit and director of Access China for the Economist Intelligence Unit, PhD in economics from Uppsala University; "The next economic crisis could cause a global conflict. Here's why," <https://www.weforum.org/agenda/2018/11/the-next-economic-crisis-could-cause-a-global-conflict-heres-why/>] // Re-Cut SJWen

The next economic crisis is closer than you think. But what you should really worry about is what comes after: in the current social, political, and technological landscape, a prolonged economic crisis, combined with rising income inequality, could well escalate into a major global military conflict. The 2008-09 global financial crisis almost bankrupted governments and caused systemic collapse. Policymakers managed to pull the global economy back from the brink, using massive monetary stimulus, including quantitative easing and near-zero (or even negative) interest rates. But monetary stimulus is like an adrenaline shot to jump-start an arrested heart; it can revive the patient, but it does nothing to cure the disease. Treating a sick economy requires structural reforms, which can cover everything from financial and labor markets to tax systems, fertility patterns, and education policies. Policymakers have utterly failed to pursue such reforms, despite promising to do so. Instead, they have remained preoccupied with politics. From Italy to Germany, forming and sustaining governments now seems to take more time than actual governing. And Greece, for example, has relied on money from international creditors to keep its head (barely) above water, rather than genuinely reforming its pension system or improving its business environment. The lack of structural reform has meant that the unprecedented excess liquidity that central banks injected into their economies was not allocated to its most efficient uses. Instead, it raised global asset prices to levels even higher than those prevailing before 2008. In the United States, housing prices are now 8% higher than they were at the peak of the property bubble in 2006, according to the property website Zillow. The price-to-earnings (CAPE) ratio, which measures whether stock-market prices are within a reasonable range, is now higher than it was both in 2008 and at the start of the Great Depression in 1929. As monetary tightening reveals the vulnerabilities in the real economy, the collapse of asset-price bubbles will trigger another economic crisis – one that could be even more severe than the last, because we have built up a tolerance to our strongest macroeconomic medications. A decade of regular adrenaline shots, in the form of ultra-low interest rates and unconventional monetary policies, has severely depleted their power to stabilize and stimulate the economy. If history is any guide, the consequences of this mistake could extend far beyond the economy. According to Harvard’s Benjamin Friedman, prolonged periods of economic distress have been characterized also by public antipathy toward minority groups or foreign countries – attitudes that can help to fuel unrest, terrorism, or even war. For example, during the Great Depression, US President Herbert Hoover signed the 1930 Smoot-Hawley Tariff Act, intended to protect American workers and farmers from foreign competition. In the subsequent five years, global trade shrank by two-thirds. Within a decade, World War II had begun. To be sure, WWII, like World War I, was caused by a multitude of factors; there is no standard path to war. But there is reason to believe that high levels of inequality can play a significant role in stoking conflict. According to research by the economist Thomas Piketty, a spike in income inequality is often followed by a great crisis. Income inequality then declines for a while, before rising again, until a new peak – and a new disaster. Though causality has yet to be proven, given the limited number of data points, this correlation should not be taken lightly, especially with wealth and income inequality at historically high levels. This is all the more worrying in view of the numerous other factors stoking social unrest and diplomatic tension, including technological disruption, a record-breaking migration crisis, anxiety over globalization, political polarization, and rising nationalism. All are symptoms of failed policies that could turn out to be trigger points for a future crisis. Voters have good reason to be frustrated, but the emotionally appealing populists to whom they are increasingly giving their support are offering ill-advised solutions that will only make matters worse. For example, despite the world’s unprecedented interconnectedness, multilateralism is increasingly being eschewed, as countries – most notably, Donald Trump’s US – pursue unilateral, isolationist policies. Meanwhile, proxy wars are raging in Syria and Yemen. Against this background, we must take seriously the possibility that the next economic crisis could lead to a large-scale military confrontation. By the logic of the political scientist Samuel Huntington , considering such a scenario could help us avoid it, because it would force us to take action. In this case, the key will be for policymakers to pursue the structural reforms that they have long promised, while replacing finger-pointing and antagonism with a sensible and respectful global dialogue. The alternative may well be global conflagration.

## 4

#### Counterplan text: States ought to increase transparency measures between workers and employers to increase the opportunities of agreements before striking. If strikes were to occur, parties would be required to take appropriate precautions to decrease the risk of terrorist attacks.

Davies 6 [Ross; George Mason University - Antonin Scalia Law School, Faculty, The Green Bag; “Strike Season: Protecting Labor-Management Conflict in the Age of Terror,” SSRN; 4/12/06; https://papers.ssrn.com/sol3/papers.cfm?abstract\_id=896185]//SJWen

Part I of this Article lays out the unique threat posed by strikes (and, to a lesser extent, by lockouts) in the age of terror. Using American experience during the world wars, Part II shows that there is no way to prevent strikes from happening, foreclosing any argument for a fruitless ban on strikes or for some sort of nostalgic and fictional Greatest-Generation-inspired, return to a patriotic war footing regulation of labor-management relations. Part III reviews the generally applicable labor laws currently in force and shows that both experience and precedent limit their prospects for effective regulation of labor-management conflict in the age of terror, with the notable exception of the 1974 health care amendments to the NLRA. Part IV describes a proposed extension of the 1974 amendments to cover critical infrastructure more generally and explains how and why it would serve labor, management, and the American people in the age of terror. It would do so not by directly reducing strikes, lockouts, or the use of replacements (the three forms of risky work-stoppage-related behavior at which the proposed notice rule is directed), but rather by increasing transparency in the use of those weapons of labor-management conflict and thus increasing the opportunities for the parties, the government, and the public to share information and take appropriate precautions to avoid increased risks of effective terrorist attacks. The adoption of the rule proposed here would alter slightly the armaments of both labor and management, but in all likelihood it would do so without affecting the overall balance of power between them in any meaningful way.

## 5

#### If skep is not true --

#### The standard is act hedonistic util. Prefer –

#### 1 – Pleasure and pain *are* intrinsic value and disvalue – everything else *regresses* – robust neuroscience.

Blum et al. 18

Kenneth Blum, 1Department of Psychiatry, Boonshoft School of Medicine, Dayton VA Medical Center, Wright State University, Dayton, OH, USA 2Department of Psychiatry, McKnight Brain Institute, University of Florida College of Medicine, Gainesville, FL, USA 3Department of Psychiatry and Behavioral Sciences, Keck Medicine University of Southern California, Los Angeles, CA, USA 4Division of Applied Clinical Research & Education, Dominion Diagnostics, LLC, North Kingstown, RI, USA 5Department of Precision Medicine, Geneus Health LLC, San Antonio, TX, USA 6Department of Addiction Research & Therapy, Nupathways Inc., Innsbrook, MO, USA 7Department of Clinical Neurology, Path Foundation, New York, NY, USA 8Division of Neuroscience-Based Addiction Therapy, The Shores Treatment & Recovery Center, Port Saint Lucie, FL, USA 9Institute of Psychology, Eötvös Loránd University, Budapest, Hungary 10Division of Addiction Research, Dominion Diagnostics, LLC. North Kingston, RI, USA 11Victory Nutrition International, Lederach, PA., USA 12National Human Genome Center at Howard University, Washington, DC., USA, Marjorie Gondré-Lewis, 12National Human Genome Center at Howard University, Washington, DC., USA 13Departments of Anatomy and Psychiatry, Howard University College of Medicine, Washington, DC US, Bruce Steinberg, 4Division of Applied Clinical Research & Education, Dominion Diagnostics, LLC, North Kingstown, RI, USA, Igor Elman, 15Department Psychiatry, Cooper University School of Medicine, Camden, NJ, USA, David Baron, 3Department of Psychiatry and Behavioral Sciences, Keck Medicine University of Southern California, Los Angeles, CA, USA, Edward J Modestino, 14Department of Psychology, Curry College, Milton, MA, USA, Rajendra D Badgaiyan, 15Department Psychiatry, Cooper University School of Medicine, Camden, NJ, USA, Mark S Gold 16Department of Psychiatry, Washington University, St. Louis, MO, USA, “Our evolved unique pleasure circuit makes humans different from apes: Reconsideration of data derived from animal studies”, U.S. Department of Veterans Affairs, 28 February 2018, accessed: 19 August 2020, <https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6446569/>, R.S.

**Pleasure** is not only one of the three primary reward functions but it also **defines reward.** As homeostasis explains the functions of only a limited number of rewards, the principal reason why particular stimuli, objects, events, situations, and activities are rewarding may be due to pleasure. This applies first of all to sex and to the primary homeostatic rewards of food and liquid and extends to money, taste, beauty, social encounters and nonmaterial, internally set, and intrinsic rewards. Pleasure, as the primary effect of rewards, drives the prime reward functions of learning, approach behavior, and decision making and provides the **basis for hedonic theories** of reward function. We are attracted by most rewards and exert intense efforts to obtain them, just because they are enjoyable [10].

Pleasure is a passive reaction that derives from the experience or prediction of reward and may lead to a long-lasting state of happiness. The word happiness is difficult to define. In fact, just obtaining physical pleasure may not be enough. One key to happiness involves a network of good friends. However, it is not obvious how the higher forms of satisfaction and pleasure are related to an ice cream cone, or to your team winning a sporting event. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure [14].

Pleasure as a hallmark of reward is sufficient for defining a reward, but it may not be necessary. A reward may generate positive learning and approach behavior simply because it contains substances that are essential for body function. When we are hungry, we may eat bad and unpleasant meals. A monkey who receives hundreds of small drops of water every morning in the laboratory is unlikely to feel a rush of pleasure every time it gets the 0.1 ml. Nevertheless, with these precautions in mind, we may define any stimulus, object, event, activity, or situation that has the potential to produce pleasure as a reward. In the context of reward deficiency or for disorders of addiction, homeostasis pursues pharmacological treatments: drugs to treat drug addiction, obesity, and other compulsive behaviors. The theory of allostasis suggests broader approaches - such as re-expanding the range of possible pleasures and providing opportunities to expend effort in their pursuit. [15]. It is noteworthy, the first animal studies eliciting approach behavior by electrical brain stimulation interpreted their findings as a discovery of the brain’s pleasure centers [16] which were later partly associated with midbrain dopamine neurons [17–19] despite the notorious difficulties of identifying emotions in animals.

Evolutionary theories of pleasure: The love connection BO:D

Charles Darwin and other biological scientists that have examined the biological evolution and its basic principles found various mechanisms that steer behavior and biological development. Besides their theory on natural selection, it was particularly the sexual selection process that gained significance in the latter context over the last century, especially when it comes to the question of what makes us “what we are,” i.e., human. However, the capacity to sexually select and evolve is not at all a human accomplishment alone or a sign of our uniqueness; yet, we humans, as it seems, are ingenious in fooling ourselves and others–when we are in love or desperately search for it.

It is well established that modern biological theory conjectures that **organisms are** the **result of evolutionary competition.** In fact, Richard Dawkins stresses gene survival and propagation as the basic mechanism of life [20]. Only genes that lead to the fittest phenotype will make it. It is noteworthy that the phenotype is selected based on behavior that maximizes gene propagation. To do so, the phenotype must survive and generate offspring, and be better at it than its competitors. Thus, the ultimate, distal function of rewards is to increase evolutionary fitness by ensuring the survival of the organism and reproduction. It is agreed that learning, approach, economic decisions, and positive emotions are the proximal functions through which phenotypes obtain other necessary nutrients for survival, mating, and care for offspring.

Behavioral reward functions have evolved to help individuals to survive and propagate their genes. Apparently, people need to live well and long enough to reproduce. Most would agree that homo-sapiens do so by ingesting the substances that make their bodies function properly. For this reason, foods and drinks are rewards. Additional rewards, including those used for economic exchanges, ensure sufficient palatable food and drink supply. Mating and gene propagation is supported by powerful sexual attraction. Additional properties, like body form, augment the chance to mate and nourish and defend offspring and are therefore also rewards. Care for offspring until they can reproduce themselves helps gene propagation and is rewarding; otherwise, many believe mating is useless. According to David E Comings, as any small edge will ultimately result in evolutionary advantage [21], additional reward mechanisms like novelty seeking and exploration widen the spectrum of available rewards and thus enhance the chance for survival, reproduction, and ultimate gene propagation. These functions may help us to obtain the benefits of distant rewards that are determined by our own interests and not immediately available in the environment. Thus the distal reward function in gene propagation and evolutionary fitness defines the proximal reward functions that we see in everyday behavior. That is why foods, drinks, mates, and offspring are rewarding.

There have been theories linking pleasure as a required component of health benefits salutogenesis, (salugenesis). In essence, under these terms, pleasure is described as a state or feeling of happiness and satisfaction resulting from an experience that one enjoys. Regarding pleasure, it is a double-edged sword, on the one hand, it promotes positive feelings (like mindfulness) and even better cognition, possibly through the release of dopamine [22]. But on the other hand, pleasure simultaneously encourages addiction and other negative behaviors, i.e., motivational toxicity. It is a complex neurobiological phenomenon, relying on reward circuitry or limbic activity. It is important to realize that through the “Brain Reward Cascade” (BRC) endorphin and endogenous morphinergic mechanisms may play a role [23]. While natural rewards are essential for survival and appetitive motivation leading to beneficial biological behaviors like eating, sex, and reproduction, crucial social interactions seem to further facilitate the positive effects exerted by pleasurable experiences. Indeed, experimentation with addictive drugs is capable of directly acting on reward pathways and causing deterioration of these systems promoting hypodopaminergia [24]. Most would agree that pleasurable activities can stimulate personal growth and may help to induce healthy behavioral changes, including stress management [25]. The work of Esch and Stefano [26] concerning the link between compassion and love implicate the brain reward system, and pleasure induction suggests that social contact in general, i.e., love, attachment, and compassion, can be highly effective in stress reduction, survival, and overall health.

Understanding the role of neurotransmission and pleasurable states both positive and negative have been adequately studied over many decades [26–37], but comparative anatomical and neurobiological function between animals and homo sapiens appear to be required and seem to be in an infancy stage.

Finding happiness is different between apes and humans

As stated earlier in this expert opinion one key to happiness involves a network of good friends [38]. However, it is not entirely clear exactly how the higher forms of satisfaction and pleasure are related to a sugar rush, winning a sports event or even sky diving, all of which augment dopamine release at the reward brain site. Recent multidisciplinary research, using both humans and detailed invasive brain analysis of animals has discovered some critical ways that the brain processes pleasure.

Remarkably, there are pathways for ordinary liking and pleasure, which are limited in scope as described above in this commentary. However, there are **many brain regions**, often termed hot and cold spots, that significantly **modulate** (increase or decrease) our **pleasure or** even produce **the opposite** of pleasure— that is disgust and fear [39]. One specific region of the nucleus accumbens is organized like a computer keyboard, with particular stimulus triggers in rows— producing an increase and decrease of pleasure and disgust. Moreover, the cortex has unique roles in the cognitive evaluation of our feelings of pleasure [40]. Importantly, the interplay of these multiple triggers and the higher brain centers in the prefrontal cortex are very intricate and are just being uncovered.

Desire and reward centers

It is surprising that many different sources of pleasure activate the same circuits between the mesocorticolimbic regions (Figure 1). Reward and desire are two aspects pleasure induction and have a very widespread, large circuit. Some part of this circuit distinguishes between desire and dread. The so-called pleasure circuitry called “REWARD” involves a well-known dopamine pathway in the mesolimbic system that can influence both pleasure and motivation.

In simplest terms, the well-established mesolimbic system is a dopamine circuit for reward. It starts in the ventral tegmental area (VTA) of the midbrain and travels to the nucleus accumbens (Figure 2). It is the cornerstone target to all addictions. The VTA is encompassed with neurons using glutamate, GABA, and dopamine. The nucleus accumbens (NAc) is located within the ventral striatum and is divided into two sub-regions—the motor and limbic regions associated with its core and shell, respectively. The NAc has spiny neurons that receive dopamine from the VTA and glutamate (a dopamine driver) from the hippocampus, amygdala and medial prefrontal cortex. Subsequently, the NAc projects GABA signals to an area termed the ventral pallidum (VP). The region is a relay station in the limbic loop of the basal ganglia, critical for motivation, behavior, emotions and the “Feel Good” response. This defined system of the brain is involved in all addictions –substance, and non –substance related. In 1995, our laboratory coined the term “Reward Deficiency Syndrome” (RDS) to describe genetic and epigenetic induced hypodopaminergia in the “Brain Reward Cascade” that contribute to addiction and compulsive behaviors [3,6,41].

Furthermore, ordinary “liking” of something, or pure pleasure, is represented by small regions mainly in the limbic system (old reptilian part of the brain). These may be part of larger neural circuits. In Latin, hedus is the term for “sweet”; and in Greek, hodone is the term for “pleasure.” Thus, the word Hedonic is now referring to various subcomponents of pleasure: some associated with purely sensory and others with more complex emotions involving morals, aesthetics, and social interactions. The capacity to have pleasure is part of being healthy and may even extend life, especially if linked to optimism as a dopaminergic response [42].

Psychiatric illness often includes symptoms of an abnormal inability to experience pleasure, referred to as anhedonia. A negative feeling state is called dysphoria, which can consist of many emotions such as pain, depression, anxiety, fear, and disgust. Previously many scientists used animal research to uncover the complex mechanisms of pleasure, liking, motivation and even emotions like panic and fear, as discussed above [43]. However, as a significant amount of related research about the specific brain regions of pleasure/reward circuitry has been derived from invasive studies of animals, these cannot be directly compared with subjective states experienced by humans.

In an attempt to resolve the controversy regarding the causal contributions of mesolimbic dopamine systems to reward, we have previously evaluated the three-main competing explanatory categories: “liking,” “learning,” and “wanting” [3]. That is, dopamine may mediate (a) liking: the hedonic impact of reward, (b) learning: learned predictions about rewarding effects, or (c) wanting: the pursuit of rewards by attributing incentive salience to reward-related stimuli [44]. We have evaluated these hypotheses, especially as they relate to the RDS, and we find that the incentive salience or “wanting” hypothesis of dopaminergic functioning is supported by a majority of the scientific evidence. Various neuroimaging studies have shown that anticipated behaviors such as sex and gaming, delicious foods and drugs of abuse all affect brain regions associated with reward networks, and may not be unidirectional. Drugs of abuse enhance dopamine signaling which sensitizes mesolimbic brain mechanisms that apparently evolved explicitly to attribute incentive salience to various rewards [45].

Addictive substances are voluntarily self-administered, and they enhance (directly or indirectly) dopaminergic synaptic function in the NAc. This activation of the brain reward networks (producing the ecstatic “high” that users seek). Although these circuits were initially thought to encode a set point of hedonic tone, it is now being considered to be far more complicated in function, also encoding attention, reward expectancy, disconfirmation of reward expectancy, and incentive motivation [46]. The argument about addiction as a disease may be confused with a predisposition to substance and nonsubstance rewards relative to the extreme effect of drugs of abuse on brain neurochemistry. The former sets up an individual to be at high risk through both genetic polymorphisms in reward genes as well as harmful epigenetic insult. Some Psychologists, even with all the data, still infer that addiction is not a disease [47]. Elevated stress levels, together with polymorphisms (genetic variations) of various dopaminergic genes and the genes related to other neurotransmitters (and their genetic variants), and may have an additive effect on vulnerability to various addictions [48]. In this regard, Vanyukov, et al. [48] suggested based on review that whereas the gateway hypothesis does not specify mechanistic connections between “stages,” and does not extend to the risks for addictions the concept of common liability to addictions may be more parsimonious. The latter theory is grounded in genetic theory and supported by data identifying common sources of variation in the risk for specific addictions (e.g., RDS). This commonality has identifiable neurobiological substrate and plausible evolutionary explanations.

Over many years the controversy of dopamine involvement in especially “pleasure” has led to confusion concerning separating motivation from actual pleasure (wanting versus liking) [49]. We take the position that animal studies cannot provide real clinical information as described by self-reports in humans. As mentioned earlier and in the abstract, on November 23rd, 2017, evidence for our concerns was discovered [50]

In essence, although nonhuman primate brains are similar to our own, the disparity between other primates and those of human cognitive abilities tells us that surface similarity is not the whole story. Sousa et al. [50] small case found various differentially expressed genes, to associate with pleasure related systems. Furthermore, the dopaminergic interneurons located in the human neocortex were absent from the neocortex of nonhuman African apes. Such differences in neuronal transcriptional programs may underlie a variety of neurodevelopmental disorders.

In simpler terms, the system controls the production of dopamine, a chemical messenger that plays a significant role in pleasure and rewards. The senior author, Dr. Nenad Sestan from Yale, stated: “Humans have evolved a dopamine system that is different than the one in chimpanzees.” This may explain why the behavior of humans is so unique from that of non-human primates, even though our brains are so surprisingly similar, Sestan said: “It might also shed light on why people are vulnerable to mental disorders such as autism (possibly even addiction).” Remarkably, this research finding emerged from an extensive, multicenter collaboration to compare the brains across several species. These researchers examined 247 specimens of neural tissue from six humans, five chimpanzees, and five macaque monkeys. Moreover, these investigators analyzed which genes were turned on or off in 16 regions of the brain. While the differences among species were subtle, **there was** a **remarkable contrast in** the **neocortices**, specifically in an area of the brain that is much more developed in humans than in chimpanzees. In fact, these researchers found that a gene called tyrosine hydroxylase (TH) for the enzyme, responsible for the production of dopamine, was expressed in the neocortex of humans, but not chimpanzees. As discussed earlier, dopamine is best known for its essential role within the brain’s reward system; the very system that responds to everything from sex, to gambling, to food, and to addictive drugs. However, dopamine also assists in regulating emotional responses, memory, and movement. Notably, abnormal dopamine levels have been linked to disorders including Parkinson’s, schizophrenia and spectrum disorders such as autism and addiction or RDS.

Nora Volkow, the director of NIDA, pointed out that one alluring possibility is that the neurotransmitter dopamine plays a substantial role in humans’ ability to pursue various rewards that are perhaps months or even years away in the future. This same idea has been suggested by Dr. Robert Sapolsky, a professor of biology and neurology at Stanford University. Dr. Sapolsky cited evidence that dopamine levels rise dramatically in humans when we anticipate potential rewards that are uncertain and even far off in our futures, such as retirement or even the possible alterlife. This may explain what often motivates people to work for things that have no apparent short-term benefit [51]. In similar work, Volkow and Bale [52] proposed a model in which dopamine can favor NOW processes through phasic signaling in reward circuits or LATER processes through tonic signaling in control circuits. Specifically, they suggest that through its modulation of the orbitofrontal cortex, which processes salience attribution, dopamine also enables shilting from NOW to LATER, while its modulation of the insula, which processes interoceptive information, influences the probability of selecting NOW versus LATER actions based on an individual’s physiological state. This hypothesis further supports the concept that disruptions along these circuits contribute to diverse pathologies, including obesity and addiction or RDS.

#### 2 – No intent-foresight distinction – if I foresee a consequence, then it becomes part of my deliberation since its intrinsic to my action

#### No intent foresight distinction for states.

Enoch 07 Enoch, D [The Faculty of Law, The Hebrew Unviersity, Mount Scopus Campus, Jersusalem]. (2007). INTENDING, FORESEEING, AND THE STATE. Legal Theory, 13(02). doi:10.1017/s1352325207070048 https://www.cambridge.org/core/journals/legal-theory/article/intending-foreseeing-and-the-state/76B18896B94D5490ED0512D8E8DC54B2

The general difficulty of the intending-foreseeing distinction here stemmed, you will recall, from the feeling that attempting to pick and choose among the foreseen consequences of one’s actions those one is more and those one is less responsible for looks more like the preparation of a defense than like a genuine attempt to determine what is to be done. Hiding behind the intending-foreseeing distinction seems like an attempt to evade responsibility, and so thinking about the distinction in terms of responsibility serves 39. Anderson & Pildes, supra note 38. I will use this text as my example of an expressive theory here. 40. See id. at 1554, 1564. 41. For a general critique, see Mathew D. Adler, Expressive Theories of Law: A Skeptical Overview, 148 U. PA. L. REV. 1363 (1999–2000). 42. As Adler repeatedly notes, the understanding of expression Anderson & Pildes work with is amazingly broad, so that “To express an attitude through action is to act on the reasons the attitude gives us”; Anderson & Pildes, supra note 38, at 1510. If this is so, it seems that expression drops out of the picture and everything done with it can be done directly in terms of reasons. 43. This may be true of what Anderson and Pildes have in mind when they say that “expressive norms regulate actions by regulating the acceptable justifications for doing them”; id. at 1511. http://journals.cambridge.org Downloaded: 03 Aug 2014 IP address: 134.153.184.170 Intending, Foreseeing, and the State 91 to reduce even further the plausibility of attributing to it intrinsic moral significance. This consideration—however weighty in general—seems to me very weighty when applied to state action and to the decisions of state officials. For perhaps it may be argued that individuals are not required to undertake a global perspective, one that equally takes into account all foreseen consequences of their actions. Perhaps, in other words, individuals are entitled to (roughly) settle for having a good will, and beyond that let chips fall where they may. But this is precisely what stateswomen and statesmen—and certainly states—are not entitled to settle for.44 In making policy decisions, it is precisely the global (or at least statewide, or nationwide, or something of this sort) perspective that must be undertaken. Perhaps, for instance, an individual doctor is entitled to give her patient a scarce drug without thinking about tomorrow’s patients (I say “perhaps” because I am genuinely not sure about this), but surely when a state committee tries to formulate rules for the allocation of scarce medical drugs and treatments, it cannot hide behind the intending-foreseeing distinction, arguing that if it allows45 the doctor to give the drug to today’s patient, the death of tomorrow’s patient is merely foreseen and not intended. When making a policy-decision, this is clearly unacceptable. Or think about it this way (I follow Daryl Levinson here):46 perhaps restrictions on the responsibility of individuals are justified because individuals are autonomous, because much of the value in their lives comes from personal pursuits and relationships that are possible only if their responsibility for what goes on in the (more impersonal) world is restricted. But none of this is true of states and governments. They have no special relationships and pursuits, no personal interests, no autonomous lives to lead in anything like the sense in which these ideas are plausible when applied to individuals persons. So there is no reason to restrict the responsibility of states in anything like the way the responsibility of individuals is arguably restricted.47 States and state officials have much more comprehensive responsibilities than individuals do. Hiding behind the intending-foreseeing distinction thus more clearly constitutes an evasion of responsibility in the case of the former. So the evading-responsibility worry has much more force against the intending-foreseeing distinction when applied to state action than elsewhere.

#### 3 – Actor spec – governments lack wills or intentions and inevitably deals with tradeoffs – outweighs because agents have differing obligations.

#### 4 – No act omission distinction – choosing not to act is an action in of itself since you had to make an active decision to omit. Walking past a drowning baby and choosing not to save it is a cognitive decision you were faced with and you actively decided to keep walking b) warranting a distinction gives agents the permissible choice of omitting from any ethical action since omissions lack culpability.

#### No calc indicts – a) no philosophy actually says that consequences don’t matter at all since otherwise it would indict every theory since they use causal events to understand how their ethics have worked in the past and through the justification of premises

## Case

### Top Level

#### Drop them for not reading cards – they take quotes from websites and do not give them, author quals, etc, mean that they violate ev ethics. Drop the debater to deter future abuse.

#### Extinction first –

#### 1 – Forecloses future improvement – we can never improve society because our impact is irreversible

#### 2 – Turns suffering – mass death causes suffering because people can’t get access to resources and basic necessities

#### 3 – Moral obligation – allowing people to die is unethical and should be prevented because it creates ethics towards other people

#### 4 – Objectivity – body count is the most objective way to calculate impacts because comparing suffering is unethical

#### 5 – Moral uncertainty – if we’re unsure about which interpretation of the world is true – we ought to preserve the world to keep debating about it

### Contention 1

#### 1] Strikes nonessential – discussion with employers, etc all solve their contention, theres no reason these need to exist

#### 2] Nonunique – no reason that the right of strike needs to be unconditional for strikes to happen

1. <http://dictionary.reference.com/browse/negate>, <http://www.merriam-webster.com/dictionary/negate>, <http://www.thefreedictionary.com/negate>, <http://www.vocabulary.com/dictionary/negate>, <http://www.oxforddictionaries.com/definition/english/negate> [↑](#footnote-ref-1)
2. *Dictionary.com – maintain as true, Merriam Webster – to say that something is true, Vocabulary.com – to affirm something is to confirm that it is true, Oxford dictionaries – accept the validity of, Thefreedictionary – assert to be true* [↑](#footnote-ref-2)