## 1NC
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#### 1] Interp – Affirmatives may not garner offense external to the resolution

#### Unjust refers to a negative action – it means contrary.

Black Laws No Date "What is Unjust?" <https://thelawdictionary.org/unjust/> //Elmer

Contrary to right and justice, or to the enjoyment of his rights by another, or to the standards of conduct furnished by the laws.

#### Private entities are non-governmental.

Dunk 11 Von Der Dunk, Frans G. "1. The Origins Of Authorisation: Article VI Of The Outer Space Treaty And International Space Law." National Space Legislation in Europe. Brill Nijhoff, 2011. 3-28. (University of Nebraska)//Elmer

4. Interpreting Article VI of the Outer Space Treaty One main novel feature of Article VI stood out with reference to the role of private enterprise in this context. Contrary to the version o fthe concept applicable under general international law, where 'direct state responsibility' only pertained to acts somehow directly attributable to a state and states could only be addressed for acts by private actors under 'indirect', 'due care' / 'due diligence' responsibility18, Article VI made no difference as to whether the activities at issue were the state's own ("whether such activities are carried on by governmental agencies" ...) or those of private actors (... "or by non-governmental entities"). The interests of the Soviet Union in ensuring that, whomever would actually conduct a certain space activity, some state or other could be held responsible for its compliance with applicable rules of space law to that extent had prevailed. However, the general acceptance of Article VI as cornerstone of the Outer Space Treaty unfortunately was far from the end of the story. Partly, this was the consequence of key principles being left undefined.

#### 2] Violation –

#### a] The Aff is a positive action – it creates a new concept for Space i.e. the treating of Space as a “Global Commons”.

#### B] the plan enforces liability onto public entities – we read blue

1AC Vollmer 20 [Sarah Louise Vollmer (St. Mary's University School of Law), “The Right Stuff in Geospace: Using Mutual Coercion to Avoid an Inevitable Prison for Humanity,” 51 ST. MARY'S L.J. 777 (2020). <https://commons.stmarytx.edu/thestmaryslawjournal/vol51/iss3/6?utm\_source=commons.stmarytx.edu%2Fthestmaryslawjournal%2Fvol51%2Fiss3%2F6&utm\_medium=PDF&utm\_campaign=PDFCoverPages> ]CT

A viable alternative would institute a regime of shared global liability which makes consideration of capital investors as well as nonparticipating beneficiaries in the interest of equity. That is, should the inevitable prison for humanity become a reality, the entire global community will be liable to pay an equitable share of the overall cost of recovery efforts.174 The Liability Convention should undergo a similar trifurcation, adding this new scheme to the current strict and absolute liability mechanisms.175 As such, shared global liability will consider the responsibility of nation-states and private entities in isolation.176 This will coerce cooperation among all agencies, nations, and private entities because the equitable share of responsibility will drive collective resolution.

#### C] Establishes a binding international agreement between states that redistributes property between countries in outer space

#### 3] Standards –

#### a] Limits – making the topic bi-directional explodes predictability – it means that Aff’s can both increase non-exist property regimes in space AND decrease appropriation by private actors – makes the topic untenable.

#### b] Ground – wrecks Neg Generics – we can’t say appropriation good since the 1AC can create new views on Outer Space Property Rights that circumvent our Links since they can say “Global Commons” approach solves.

#### Independently - the Plan is both Extra-T - since it establishes a new property rights regime AND Effects-T - since the Global Commons ISNT INTRINSICALLY a reduction on Private Property in Space, it involves actions like creating a governance system AND redistribution/cooperation which is the I/L to their 2nd Advantage - both of which are voters for Limits and Predictability

#### 4] TVA – just defend that space appropriation is bad.

#### a] Topicality is Drop the Debater – it’s a fundamental baseline for debate-ability.

### 1NC---OFF

#### Xi’s regime is stable now, but its success depends on strong growth and private sector development.

**Mitter and Johnson 21** [Rana Mitter and Elsbeth Johnson, [Rana Mitter](https://hbr.org/search?term=rana%20mitter&search_type=search-all) is a professor of the history and politics of modern China at Oxford. [Elsbeth Johnson](https://hbr.org/search?term=elsbeth%20johnson&search_type=search-all), formerly the strategy director for Prudential PLC’s Asian business, is a senior lecturer at MIT’s Sloan School of Management and the founder of SystemShift, a consulting firm. May-June 2021, "What the West Gets Wrong About China," Harvard Business Review, [https://hbr.org/2021/05/what-the-west-gets-wrong-about-china accessed 12/14/21](https://hbr.org/2021/05/what-the-west-gets-wrong-about-china%20accessed%2012/14/21)] Adam

In China, however, growth has come in the context of stable communist rule, suggesting that democracy and growth are not inevitably mutually dependent. In fact, many Chinese believe that the country’s recent economic achievements—large-scale poverty reduction, huge infrastructure investment, and development as a world-class tech innovator—have come about because of, not despite, China’s authoritarian form of government. Its aggressive handling of Covid-19—in sharp contrast to that of many Western countries with higher death rates and later, less-stringent lockdowns—has, if anything, reinforced that view.

China has also defied predictions that its authoritarianism would inhibit its capacity to [innovate](https://hbr.org/2011/06/what-the-west-doesnt-get-about-china). It is a global leader in AI, biotech, and space exploration. Some of its technological successes have been driven by market forces: People wanted to buy goods or communicate more easily, and the likes of Alibaba and Tencent have helped them do just that. But much of the technological progress has come from a highly innovative and well-funded military that has invested heavily in China’s burgeoning new industries. This, of course, mirrors the role of U.S. defense and intelligence spending in the development of Silicon Valley. But in China the consumer applications have come faster, making more obvious the link between government investment and products and services that benefit individuals. That’s why ordinary Chinese people see Chinese companies such as Alibaba, Huawei, and TikTok as sources of national pride—international vanguards of Chinese success—rather than simply sources of jobs or GDP, as they might be viewed in the West.

Thus July 2020 polling data from the Ash Center at Harvard’s Kennedy School of Government revealed 95% satisfaction with the Beijing government among Chinese citizens. Our own experiences on the ground in China confirm this. Most ordinary people we meet don’t feel that the authoritarian state is solely oppressive, although it can be that; for them it also provides opportunity. A cleaner in Chongqing now owns several apartments because the CCP reformed property laws. A Shanghai journalist is paid by her state-controlled magazine to fly around the world for stories on global lifestyle trends. A young student in Nanjing can study propulsion physics at Beijing’s Tsinghua University thanks to social mobility and the party’s significant investment in scientific research.

#### Xi has committed to the commercial space industry as the linchpin of China’s rise – the plan is seen as a complete 180

**Patel 21** [Neel V. Patel, Neel is a space reporter for MIT Technology Review. 1-21-2021, "China’s surging private space industry is out to challenge the US," MIT Technology Review, <https://www.technologyreview.com/2021/01/21/1016513/china-private-commercial-space-industry-dominance/> accessed 12/14/21] Adam

Until recently, China’s space activity has been overwhelmingly dominated by two state-owned enterprises: the China Aerospace Science & Industry Corporation Limited (CASIC) and the China Aerospace Science and Technology Corporation (CASC). A few private space firms have been allowed to operate in the country for a while: for example, there’s the China Great Wall Industry Corporation Limited (in reality a subsidiary of CASC), which has provided commercial launches since it was established in 1980. But for the most part, China’s commercial space industry has been nonexistent. Satellites were expensive to build and launch, and they were too heavy and large for anything but the biggest rockets to actually deliver to orbit. The costs involved were too much for anything but national budgets to handle.

That all changed this past decade as the costs of making satellites and launching rockets plunged. In 2014, a year after Xi Jinping took over as the new leader of China, the Chinese government decided to treat civil space development as a key area of innovation, as it had already begun doing with AI and solar power. It issued a policy directive called [Document 60](https://archive.md/o/bc9l4/www.cpppc.org/en/zy/994006.jhtml) that year to enable large private investment in companies interested in participating in the space industry.

“Xi’s goal was that if China has to become a critical player in technology, including in civil space and aerospace, it was critical to develop a space ecosystem that includes the private sector,” says Namrata Goswami, a geopolitics expert based in Montgomery, Alabama, who’s been studying China’s space program for many years. “He was taking a cue from the American private sector to encourage innovation from a talent pool that extended beyond state-funded organizations.”

As a result, there are now 78 commercial space companies operating in China, according to a[2019 report by the Institute for Defense Analyses](https://archive.md/o/bc9l4/https:/www.ida.org/-/media/feature/publications/e/ev/evaluation-of-chinas-commercial-space-sector/d-10873.ashx). More than half have been founded since 2014, and the vast majority focus on satellite manufacturing and launch services.

For example, Galactic Energy, founded in February 2018, is building its Ceres rocket to offer rapid launch service for single payloads, while its Pallas rocket is being built to deploy entire constellations. Rival company i-Space, formed in 2016, became the first commercial Chinese company to make it to space with its Hyperbola-1 in July 2019. It wants to pursue reusable first-stage boosters that can land vertically, like those from SpaceX. So does LinkSpace (founded in 2014), although it also hopes to use rockets to deliver packages from one terrestrial location to another.

Spacety, founded in 2016, wants to turn around customer orders to build and launch its small satellites in just six months. In December it launched a miniaturized version of a satellite that uses 2D radar images to build 3D reconstructions of terrestrial landscapes. Weeks later, it [released the first images taken by the satellite](https://archive.md/o/bc9l4/https:/spacenews.com/spacety-releases-first-sar-images/), Hisea-1, featuring three-meter resolution. Spacety wants to launch a constellation of these satellites to offer high-quality imaging at low cost.

To a large extent, China is following the same blueprint drawn up by the US: using government contracts and subsidies to give these companies a foot up. US firms like SpaceX benefited greatly from NASA contracts that paid out millions to build and test rockets and space vehicles for delivering cargo to the International Space Station. With that experience under its belt, SpaceX was able to attract more customers with greater confidence.

Venture capital is another tried-and-true route. The IDA report estimates that VC funding for Chinese space companies was up to $516 million in 2018—far shy of the $2.2 billion American companies raised, but nothing to scoff at for an industry that really only began seven years ago. At least 42 companies had no known government funding.

And much of the government support these companies do receive doesn’t have a federal origin, but a provincial one. “[These companies] are drawing high-tech development to these local communities,” says Hines. “And in return, they’re given more autonomy by the local government.” While most have headquarters in Beijing, many keep facilities in Shenzhen, Chongqing, and other areas that might draw talent from local universities.

There’s also one advantage specific to China: manufacturing. “What is the best country to trust for manufacturing needs?” asks James Zheng, the CEO of Spacety’s Luxembourg headquarters. “It’s China. It’s the manufacturing center of the world.” Zheng believes the country is in a better position than any other to take advantage of the space industry’s new need for mass production of satellites and rockets alike.

Making friends

The most critical strategic reason to encourage a private space sector is to create opportunities for international collaboration—particularly to attract customers wary of being seen to mix with the Chinese government. (US agencies and government contractors, for example, are barred from working with any groups the regime funds.) Document 60 and others issued by China’s National Development and Reform Commission were aimed not just at promoting technological innovation, but also at drawing in foreign investment and maximizing a customer base beyond Chinese borders.

“China realizes there are certain things they cannot get on their own,” says Frans von der Dunk, a space policy expert at the University of Nebraska–Lincoln. Chinese companies like LandSpace and MinoSpace have worked to accrue funding through foreign investment, escaping dependence on state subsidies. And by avoiding state funding, a company can also avoid an array of restrictions on what it can and can’t do (such as constraints on talking with the media). Foreign investment also makes it easier to compete on a global scale: you’re taking on clients around the world, launching from other countries, and bringing talent from outside China.

Although China is taking inspiration from the US in building out its private industry, the nature of the Chinese state also means these new companies face obstacles that their rivals in the West don’t have to worry about. While Chinese companies may look private on paper, they must still submit to government guidance and control, and accept some level of interference. It may be difficult for them to make a case to potential overseas customers that they are independent. The distinction between companies that are truly private and those that are more or less state actors is still quite fuzzy, especially if the government is a frequent customer. “That could still lead to a lack of trust from other partners,” says Goswami. It doesn’t help that the government itself is often [very cagey about what its national program is even up to](https://archive.md/o/bc9l4/https:/www.bbc.com/news/science-environment-54076895).

And Hines adds that it’s not always clear exactly how separate these companies are from, say, the People’s Liberation Army, given the historical ties between the space and defense sectors. “Some of these things will pose significant hurdles for the commercial space sector as it tries to expand,” he says.

#### Shifts in regime perception threatens CCP’s legitimacy from nationalist hardliners

Weiss 19 Jessica Weiss 1-29-2019 “Authoritarian Audiences, Rhetoric, and Propaganda in International Crises: Evidence from China” <http://www.jessicachenweiss.com/uploads/3/0/6/3/30636001/19-01-24-elite-statements-isq-ca.pdf> (Associate Professor of Government at Cornell University)//Elmer

Public support—or the appearance of it—matters to many autocracies. As Ithiel de Sola Pool writes, modern dictatorships are “highly conscious of public opinion and make major efforts to affect it.”6 Mao Zedong told his comrades: “When you make revolution, you must first manage public opinion.”7 Because autocracies often rely on **nationalist mythmaking**,8 success or failure in defending the national honor in international crises could burnish the leadership’s patriotic credentials or spark opposition. **Shared outrage at the regime’s foreign policy failures could galvanize street protests or elite fissures, creating intraparty upheaval** or inviting military officers to step in to restore order. Fearing a domestic backlash, authoritarian leaders may feel compelled to take a tough international stance. Although authoritarian leaders are rarely held accountable to public opinion through free and fair elections, fears of popular unrest and irregular ouster often weigh heavily on autocrats seeking to maximize their tenure in office. Considering the harsh consequences that authoritarian elites face if pushed out of office, even a small increase in the probability of ouster could alter authoritarian incentives in international crises.9 A history of nationalist uprisings make Chinese citizens and leaders especially aware of the linkage between international disputes and domestic unrest. The weakness of the PRC’s predecessor in defending Chinese sovereignty at the Paris Peace Conference in 1919 galvanized protests and a general strike, forcing the government to sack three officials and reject the Treaty of Versailles, which awarded territories in China to Japan. These precedents have made Chinese officials particularly sensitive to the appearance of hewing to public opinion. As the People’s Daily chief editor wrote: “History and reality have shown us that public opinion and regime safety are inseparable.”10 One Chinese scholar even claimed: “the Chinese government probably knows the public’s opinion better and reacts to it more directly than even the U.S. government.”11

#### Xi will start war due to domestic backlash – escalates in multiple hotspots

Norris 17, William J. Geostrategic Implications of China’s Twin Economic Challenges. CFR Discussion Paper, 2017. (Associate professor of Chinese foreign and security policy at Texas A&M University’s Bush School of Government and Public Service)//Elmer

Populist pressures might tempt the **party leadership** to encourage **diversionary nationalism**. The logic of this concern is straightforward: the Communist Party might seek to **distract a restless domestic population** with **adventurism abroad**.19 The **Xi** administration wants to **appear tough** in its **defense of foreign encroachments** against China’s interests. This need stems from a long-running narrative about how a weak Qing dynasty was unable to defend China in the face of European imperial expansion, epitomized by the Opium Wars and the subsequent treaties imposed on China in the nineteenth century. The party is **particularly sensitive** to **perceptions of weakness** because much of its **claim to legitimacy**—manifested in **Xi’s Chinese Dream** campaign today—stems from the party’s claims of leading the **restoration of Chinese greatness**. For example, the May Fourth Movement, a popular protest in 1919 that helped catalyze the CPC, called into question the legitimacy of the Republic of China government running the country at that time because the regime was seen as not having effectively defended China’s territorial and sovereignty interests at the Versailles Peace Conference. **Diversionary nationalist frictions** would likely occur if the Chinese leadership portrayed a foreign adversary as having made the first move, thus forcing Xi to stand up for China’s interests. An example is the 2012 attempt by the nationalist governor of Tokyo, Shintaro Ishihara, to buy the Senkaku/Diaoyu Islands from a private owner.20 Although the Japanese central government sought to avert a crisis by stepping in to purchase the islands—having them bought and administered by Ishihara’s Tokyo metropolitan government would have dragged Japan into a confrontation with China—China saw this move as part of a deliberate orchestration by Japan to nationalize the islands. Xi seemingly had no choice but to defend China’s claims against an attempt by Japan to consolidate its position on the dispute.21 This issue touched off a period of heated tensions between China and Japan, lasting more than two years.22 Such dynamics are not limited to Japan. Other possible areas of conflict include, but are not necessarily limited to, **Taiwan**, **India**, and the **South China Sea** (especially with the **Philippines** and **Vietnam**). The Chinese government will use such tactics if it believes that the costs are relatively low. Ideally, China would like to appear tough while avoiding material repercussions or a serious diplomatic breakdown. Standing up against foreign encroachment—without facing much blowback—could provide Xi’s administration with a tempting source of noneconomic legitimacy. However, over the next few years, Xi will probably not be actively looking to get embroiled abroad. Cushioning the fallout from slower growth while managing a structural economic transition will be difficult enough. Courting potential international crises that distract the central leadership would make this task even more daunting. Even if the top leadership did not wish to provoke conflict, a smaller budgetary allotment for security could cause **military interests** in China to **deliberately instigate trouble** to **justify** their **claims over increasingly scarce resources**. For example, an air force interested in ensuring its funding for a midair tanker program might find the existence of far-flung territorial disputes to be useful in making its case. Such a case would be made even stronger by a pattern of recent frictions that highlights the necessity of greater air power projection. Budgetary pressures may be partly behind a recent People’s Liberation Army reorganization and headcount reduction. A slowing economy might cause a further deceleration in China’s military spending, thus increasing such pressures as budgetary belts tighten. Challenges to Xi’s Leadership Xi Jinping’s efforts to address economic challenges could fail, unleashing consequences that extend well beyond China’s economic health. For example, an **economic collapse** could give rise to a Vladimir **Putin–like redemption figure** in China. Xi’s approach of centralizing authority over a diverse, complex, and massive social, political, and economic system is a **recipe for brittleness**. Rather than designing a resilient, decentralized governance structure that can gracefully cope with localized failures at particular nodes in a network, a highly centralized architecture **risks catastrophic**, **system-level failure**. Although centralized authority offers the tantalizing chimera of stronger control from the center, it also puts all the responsibility squarely on Xi’s shoulders. With China’s ascension to great power status, the consequences of internecine domestic political battles are increasingly playing out on the world stage. The international significance of China’s domestic politics is a new paradigm for the Chinese leadership, and one can expect an adjustment period during which the outcome of what had previously been relatively insulated domestic political frictions will likely generate **unintended international repercussions**. Such dynamics will influence Chinese foreign policy and security behavior. Domestic arguments over ideology, bureaucratic power struggles, and strategic direction could all have **ripple effects abroad**. Many of China’s party heavyweights still employ a narrow and exclusively domestic political calculus. Such behavior increases the possibility of international implications that are not fully anticipated, **raising the risks** of **strategic miscalculation** on the world stage. For example, the factional power struggles that animated the Cultural Revolution were largely driven by domestic concerns, yet manifested themselves in Chinese foreign policy for more than a decade. During this period, China was not the world’s second largest economy and, for much of this time, did not even have formal representation at the United Nations. If today’s globally interconnected China became engulfed in similar domestic chaos, the effects would be felt worldwide.23 Weakened Fetters of Economic Interdependence If China successfully transitioned away from its export-driven growth model toward a consumption-driven economic engine over the next four or five years, it could no longer feel as constrained by economic interdependence. To the extent that such constraints are loosened, the U.S.-China relationship will be more prone to conflict and friction.24 While China has never been the archetypal liberal economic power bent on benign integration with the global economy, its export-driven growth model produced a strong strategic preference for stability. Although past behavior is not necessarily indicative of future strategic calculus, China’s “economic circuit breaker” logic seems to have held its most aggressive nationalism below the threshold of war since 1979. A China that is both comparatively strong and less dependent on the global economy would be a novel development in modern geopolitics. As China changes the composition of its international economic linkages, global integration could place fewer constraints on it. Whereas China has been highly reliant on the import of raw materials and semifinished goods for reexport, a consumption-driven China could have a different international trade profile. China could still rely on imported goods, but their centrality to the country’s overall economic growth would be altered. Imports of luxury goods, consumer products, international brands, and services may not exert a significant constraining influence, since loss of access to such items may not be seen as strategically vital. If these flows were interrupted or jeopardized, the result would be more akin to an inconvenience than a strategic setback for China’s rise. That said, China is likely to continue to highly depend on imported oil even if the economic end to which that energy resource is directed shifts away from industrial and export production toward domestic consumption.

### 1NC---OFF

Text – States ought to adopt a binding international agreement that establishes outer space as a global commons not subject to appropriation and is enforced via a system of regulatory delimiting and global liability except for space elevators.

#### Space Elevators constitute Appropriation – they impede orbits.

Matignon 19 Louis de Gouyon Matignon 3-3-2019 "LEGAL ASPECTS OF THE SPACE ELEVATOR TRANSPORTATION SYSTEM" <https://www.spacelegalissues.com/space-law-legal-aspects-of-the-space-elevator-transportation-system/> [PhD in space law (co-supervised by both Philippe Delebecque, from Université Paris 1 Panthéon-Sorbonne, France, and Christopher D. Johnson, from Georgetown University || regularly write articles on the website Space Legal Issues so as to popularise space law and public international law]//Elmer

An Earth-based space elevator would consist of a cable with one end attached to the surface near the equator and the other end in space beyond geostationary orbit. An orbit is the curved path through which objects in space move around a planet or a star. The 1967 Treaty’s regime and customary law enshrine the principle of non-appropriation and freedom of access to orbital positions. Space Law and International Telecommunication Laws combined to protect this use against any interference. The majority of space-launched objects are satellites that are launched in Earth’s orbit (a very small part of space objects – scientific objects for space exploration – are launched into outer space beyond terrestrial orbits). It is important to precise that an orbit does not exist: satellites describe orbits by obeying the general laws of universal attraction. Depending on the launching techniques and parameters, the orbital trajectory of a satellite may vary. Sun-synchronous satellites fly over a given location constantly at the same time in local civil time: they are used for remote sensing, meteorology or the study of the atmosphere. Geostationary satellites are placed in a very high orbit; they give an impression of immobility because they remain permanently at the same vertical point of a terrestrial point (they are mainly used for telecommunications and television broadcasting). A geocentric orbit or Earth orbit involves any object orbiting Planet Earth, such as the Moon or artificial satellites. Geocentric (having the Earth as its centre) orbits are organised as follow: 1) Low Earth orbit (LEO): geocentric orbits with altitudes (the height of an object above the average surface of the Earth’s oceans) from 100 to 2 000 kilometres. Satellites in LEO have a small momentary field of view, only able to observe and communicate with a fraction of the Earth at a time, meaning a network or constellation of satellites is required in order to provide continuous coverage. Satellites in lower regions of LEO also suffer from fast orbital decay (in orbital mechanics, decay is a gradual decrease of the distance between two orbiting bodies at their closest approach, the periapsis, over many orbital periods), requiring either periodic reboosting to maintain a stable orbit, or launching replacement satellites when old ones re-enter. 2) Medium Earth orbit (MEO), also known as an intermediate circular orbit: geocentric orbits ranging in altitude from 2 000 kilometres to just below geosynchronous orbit at 35 786 kilometres. The most common use for satellites in this region is for navigation, communication, and geodetic/space environment science. The most common altitude is approximately 20 000 kilometres which yields an orbital period of twelve hours. 3) Geosynchronous orbit (GSO) and geostationary orbit (GEO) are orbits around Earth at an altitude of 35 786 kilometres matching Earth’s sidereal rotation period. All geosynchronous and geostationary orbits have a semi-major axis of 42 164 kilometres. A geostationary orbit stays exactly above the equator, whereas a geosynchronous orbit may swing north and south to cover more of the Earth’s surface. Communications satellites and weather satellites are often placed in geostationary orbits, so that the satellite antennae (located on Earth) that communicate with them do not have to rotate to track them, but can be pointed permanently at the position in the sky where the satellites are located. 4) High Earth orbit: geocentric orbits above the altitude of 35 786 kilometres. The competing forces of gravity, which is stronger at the lower end, and the outward/upward centrifugal force, which is stronger at the upper end, would result in the cable being held up, under tension, and stationary over a single position on Earth. With the tether deployed, climbers could repeatedly climb the tether to space by mechanical means, releasing their cargo to orbit. Climbers could also descend the tether to return cargo to the surface from orbit.

#### Private Companies are pursuing Space Elevators.

Alfano 15 Andrea Alfano 8-18-2015 “All Of These Companies Are Working On A Space Elevator” <https://www.techtimes.com/articles/77612/20150818/companies-working-space-elevator.htm> (Writer at the Tech Times)//Elmer

Space elevators are solid proof that any mundane object sounds way cooler if you stick the word "space" in front of it. But there's much more than coolness at stake when building a space elevator – this technology has the potential to revolutionize space transportation, and the Canadian private space company Thoth Technology that was recently awarded a patent for its space elevator design isn't the only company in the game. One of the other major players is a U.S.-based company called LiftPort Group, founded by space entrepreneur Michael Laine in 2003. Its plan for a space elevator is vastly different from the one for which Thoth received a patent, however. Whereas Thoth's plans entail tethering a 12-mile-high inflatable space elevator to the Earth, LiftPort is shooting for the moon. Originally, LiftPort had planned to build an Earth elevator, too, but it abandoned the idea in 2007 in favor of building a lunar elevator. The basic design for a lunar elevator is an anchor in the moon that is attached to a cable that extends to a space station situated at a very special point. Known as a Lagrange Point, this is the gravitational tipping point between the Earth and the moon, where their gravitational pulls essentially cancel one another out. A robot could then travel up and down the tether, ferrying cargo between the moon and the station. Out farther in space, a counterweight would balance out the system. Both types of space elevator are intended to increase space access, but in very different ways. Thoth's Earth elevator aims to make launches easier by starting off 12 miles above the Earth's surface. LiftPort's space elevator aims to increase access to the moon in particular, because it is much easier to launch a rocket to the Lagrange Point and dock it at a space station than it is to get to the moon directly. There's a third major company based in Japan called Obayashi Corp. whose plans look like a hybrid of Thoth's and LiftPort's. Obayashi is not a space company, however – it's actually a construction company. Like Thoth, Obayashi plans to build an Earth elevator. But its Earth elevator would consist of a cable tethered to the blue planet, a robotic cargo-carrier, a space station, and a counterweight. It essentially looks like LiftPort's plans, but stuck to the Earth instead of to the moon.

#### They’re feasible.

Smith 17 Vincent Smith 6-21-2017 "3 Challenges for Engineering A Space Elevator" <https://www.engineering.com/story/3-challenges-for-engineering-a-space-elevator> (Engineer)//Elmer

There's a lot of junk orbiting Earth. Thousands of hours have been poured into previous NASA missions, ensuring the least possible contamination by even the tiniest motes of dust and dirt. The kinds of instrumentation that would monitor a space elevator would need to be similarly discerning. However, the fact that it would be a permanent fixture means that sooner or later, a space elevator would cross paths with meteors and even remnants of previous space missions left behind as space debris. The extreme of this phenomenon even has a name: Kessler Syndrome, where the density of low earth debris becomes so large that nothing can pass it safely into outer space. This cascading problem of space debris collisions was featured in the film Gravity. As Bullock and Clooney can tell you, this phenomenon could cause catastrophic damage to the overall structure (or knock it off balance, returning to our 'oscillation' concerns). Edwards recognized this, and devoted an entire section of his report to addressing it. According to the report, part of dealing with this obstacle is recognizing and tracking low-earth orbit objects large enough to do damage to the structure. According to Section 10.3 of the report, “A study was done at Johnson Space Center on the construction of a system that could track objects down to 1cm in size with 100m accuracy using effectively current technology. This is very close to the tracking network we would need for the space elevator.” For situations in which avoidance is not always possible (the amount of low-earth orbit debris increases significantly from altitudes of approximately 300 to 1,000 miles), Edwards posits that increasing the thickness of the cable will make it robust enough to withstand all but the largest of objects, which could be tracked and avoided ahead of time using the systems previously mentioned. Even for these exceptional pieces of debris, Edwards illustrates in a section simply labeled “Meteors” that only (i) direct impact by an object (ii) over 3cm in diameter, (iii) with enough force to stay on the initial plane of impact (as opposed to being deflected or redirected by contact with the elevator apparatus), would create the kind of catastrophic damage that we associate with a complete severing of the cable. Designing the cable with curvature and panels specifically for deflection has been proposed by both Edwards as well as several other survivability reports, including this one, put together for the 2010 International Space Elevator Consortium (ISEC). Definitive answers as to the effectiveness of these measures are hopefully forthcoming, but it's at least comforting to know that there are first, second, and third lines of defense prepared for just such occasions.

#### Regardless of completion, Elevators spur investment in Nanotechnology

Liam O’Brien 16. University of Wollongong. 07/2016. “Nanotechnology in Space.” Young Scientists Journal; Canterbury, no. 19, p. 22.

Nanotechnology is at the forefront of scientific development, continuing to astound and innovate. Likewise, the space industry is rapidly increasing in sophistication and competition, with companies such as SpaceX, Blue Origin and Virgin Galactic becoming increasingly prevalent in what could become a new commercial space race. The various space programs over the past 60 years have led to a multitude of beneficial impacts for everyday society. Nanotechnology, through research and development in space has the potential to do the same. Potential applications of nanotechnology in space are numerous, many of them have the potential to capture and inspire generations to come. One of these applications is the space elevator. By using carbon nanotubes, a super light yet strong material, this concept would be an actual physical structure from the surface of the Earth to an altitude of approximately 36 000 km. The tallest building in the world would fit into this elevator over 42 000 times. The counterweight, used to keep the elevator taught, is proposed to be an asteroid. This would need to be at a distance of 100 000 km, a quarter of the distance to the moon. The benefits of such a structure would be enormous. 95% of a space shuttle's weight at take-off is fuel, costing US$ 20 000 per kilogram to send something into space. However, with a space elevator the cost per kilogram can be reduced to as little as US$ 200. Exploration to other planets can begin at the tower, and travel to and from the moon could become as simple as a morning commute to work. Solar sails provide the means to travel large distances and incredible speeds. Much like sails on a boat use wind, the solar sail uses light as a source of propulsion. Ideally these sails would be kilometres in length and only a few micrometres in thickness. This provides us with the ability to travel at speeds previously unheard of. Using carbon nanotubes once again, a solar sail has the capability to travel at 39 756 km/s which is 13% of the speed of light! This sail could reach Pluto in an astonishing 1.7 days, and Alpha Centauri in just 32 years. Space travel to other planets, other stars, could be possible with solar sails. The Planetary Society is funding for a space sail of itself, and has successfully launched one into orbit. NASA has also sent a sail into orbit, allowing it to burn up in the atmosphere after 240 days. Investing time and resources into nanotechnology for space exploration has benefits for society today. Materials such as graphene are being used in modern manufacturing at an increasing rate as the applications become utilised. Carbon nanotubes will change the way we think about materials and their strength. These nanotubes have a tensile strength one hundred times that of steel, yet are only a sixth of the weight. Imagine light weight vehicles using less petrol and energy as well as being just as strong as regular vehicles. With potentials to revolutionize the way we think about space travel, nanotechnology has a bright future. As a new field of science, it has the capability to push the human race to the outer reaches of our galaxy and hopefully one day to other stars. It will inspire generations of explorers and dreamers to challenge themselves and advance the human race into the next era. As Richard Feynman said in his 1959 talk 'There's Plenty of Room at the Bottom' "A field in which little has been done, but in which an enormous amount can be done. There is still plenty more to achieve.

#### Nanotech solves every existential threat

**Miller 17,** Gina Miller, She has written articles and provided interviews on the subject of nanotechnology and created digital artwork, videos and animations to illustrate future applications. Her work has been featured in various media including the History Channel, Japanese television, international documentaries, Wired, PC Magazine, Fast Company, and various books such as “Nanofuture” by J. Storrs Hall, the inventor of the “utility fog” concept. Miller has collaborated with other nanotechnology pioneers such as Robert A. Freitas Jr., author of “Nanomedicine,” and is a frequent collaborator of the Foresight Institute co-founded by K. Eric Drexler the “founding father of nanotechnology”.. 2-26-2017, accessed on 1-28-2021, Nanotechnology Industries, "Nanotechnology, the real science of miracles, the end of disease, aging, poverty and pollution - Nanotechnology Industries", http://nanoindustries.com/nanotechnology\_science\_of\_miracles/ //Adam

The current status of disease and death is staggering. We do know that in the documented world 56 million people die every year. Dissecting the statistics of disease provided by the World Health Organization is overwhelming to weed through. There is a solution. Or there may be in the future. One day there could be a cure for all disease, and you may be able to live forever, in a healthy youthful state. One day it may be possible that scientists will be able to create nanorobots using nanotechnology. Nanotechnology is the ability to see and move atoms around. Everything is made of atoms, the chair you are sitting in, your food, your body, the air we breathe, everything. Atoms are so small they cannot be seen by the human eye. Atoms are on the nanoscale, that's a teeny, tiny size. There are 25,400,000 nanometers in an inch, a sheet of newspaper is 100,000 nanometers thick, human hair is about 80,000 nanometers in diameter. Atoms are the building blocks. Different atoms, arranged in different ways, make molecules that make the different things you see and experience. In the human body atoms come together to make many things, for example water, fats, hair, bones, and DNA. DNA and other molecules build cells; sometimes cells malfunction and cause disease. Where does nanotechnology fit in? That's a self realizing question, that's how, it fits in! Think of it this way, if you were King Kong, could you grab one grain of sand easily? Your hands would be too big. That's how medicine is currently treating disease. Nanotechnology is on the same size and scale as disease. A nanorobot can grab a cell and repair it. This will allow us to cure diseases that have never been cured before. Nanorobots could be released into the blood stream via pill or injection to find and repair damage and then break down and disintegrate. Or nanorobots could remain in the body at all times, perpetually monitoring, identifying and repairing problems immediately, without any external treatment. Nanorobots would cure the aliment so early on that you would never even know you were going to get sick. Chemotherapy releases toxic chemicals throughout the entire body rather than just the affected area, such as a tumor. This process destroys the cancer but also the immune system. Chemotherapy makes patients very sick, and there is risk of permanent damage or death from the treatment itself. There is also a risk of the cancer returning. A nanorobot could have radiation inside of it, locate the tumor, inject it and destroy it directly. Molecular nanorobots wouldn't leave one cancerous cell behind. That's one of the benefits of getting down to the molecular level. Doctors cannot see on the molecular level and could easily miss some cancer cells, which is often the case and the cancer returns. A nanotech gene therapy has successfully killed ovarian cancer in mice; if successful in human clinical trials it could save the lives of 15000 women a year. But it doesn't stop with cancer. Every disease is made out of the same atoms that everything else is. All medical conditions are a result of atoms being out of place; a nanorobot could put them back where they belong, thus immediately alleviating the problem without the side effects that current day medication and treatments cause. What else can be repaired in the human body? EVERYTHING. From cancer to the common cold. There is nothing that nanotechnology could not repair. The injuries or illnesses you have right now will have the capability to be repaired or cured by nanotechnology. Nanotechnology could eliminate diseases, disabilities, and illnesses such as diabetes, malaria, HIV, cardiovascular disease, damage from injuries and accidents, heal wounds, reduce child mortality, regenerate limbs and organs, eliminate inflammatory/infectious diseases, and so on and so forth. Nanotechnology offers hope to people suffering from Alzheimer’s, Parkinson's, brain injuries, tumors and neurological disorders. Nanoconstructs could deliver neuroprotective molecules directly to the brain to recover or protect nerve cells from damage or degeneration. Nanotechnology has been emerging in this field in the form of nanoengineered scaffolds that could one day result in a tool for rewiring the intricate neuronal network. Research by Dr. Samuel I. Stupp designed molecules using nanomaterials and injected them into mice who were paralyzed due to spinal cord injury. After 6 weeks the mice regained the ability to walk. Research like this could one day evolve into real cures for people. 65 billion dollars is wasted every year due to low bioavailability. Meaning that the drug or treatment used is not absorbed into or accessed by the body properly due to a multitude of reasons. For example drug interactions, different molecular arrangements and manufacturing processes by different brands. Drugs with more moisture may form lumps in the stomach which decreases absorption, and a highly compressed pill will slow absorption. Different level changes in the body at any given time may cause drug toxicity. Metabolism, age, activity, stress, previous surgery and syndromes are also factors. These are huge challenges that can be alleviated by using nanotechnology to target the specific areas. Nanorobots can take their cues from mother nature; she is the first nanotechnologist. She is an expert at creating molecular machines. Geneticists have been taking advantage of viruses for use in gene therapy for some time. They modify a virus by removing the viral gene so it doesn't cause disease. They replace it with healthy genes to transport to the faulty cell and cure diseases. This strategy of hacking viruses could be exploited by nanotech. Viruses are biological molecular machines that could be modified into becoming nanorobots or they could become transportation for a nanorobot. Another means is a nanorobot could attach itself to a traveling white blood cell and ride shotgun to assist in the tissue repair of injured tissue. Nanotechnology could even be involved in tissue engineering, creating scaffolds for artificial organs and implants. Tissue from your own body could be used to make new tissue, which assures that your body doesn't reject it. The surgeries of today are painful, costly, can leave scars and can even be life threatening. Repairing nanorobots would eliminate the need for surgeries, incisions, side effects and recovery time. According to the American Academy of Periodontology there are links to poor dental health and stroke, heart disease, respiratory disease, osteoporosis, some cancers and diabetes. Nanorobots as nanodentistry could repair damage without large needles or drills. Nanorobots could also constantly and invisibly maintain and clean your teeth to avoid any dental problems. Hygiene is important for good health; your skin and hair could be cleaned by nanorobots eliminating the need for showers. Spider bites and ticks carrying lyme disease would be detected by nanorobots, blocking penetration. Other skin problems such as eczema would be repaired by dermal nanorobots. Is aging a disease? Could aging be cured? Yes. Since nanorobots would be able to repair single cells on the molecular level they would be able to repair damages created by aging. It's all the same to a nanorobot. Nanotechnology could repair damaged cells. Dead cells are the primary reason for aging and death; nanorobots could replace senescent (old) cells with non-senescent cells, or reprogram cells so they do not senescensce, which would keep the body from aging. Not only would the inside of your body never get sick or age, but neither will the outside. Your skin will be young, elastic, dewy and wrinkle-free. Your hair will be thick, without gray, and intact. Your hearing, your eyesight and memory will be in perfect shape. You wouldn't get arthritis, turkey neck, or saggy parts. You could go out dancing when you are 93 and not worry about sore feet, low energy or suffering any consequences. Unless you party too hard, but that's on you, not the nano. So if you never get sick and never get old could you live forever? Yes. nanorobots could be programmed to rebuild older cells into younger copies on a regular basis thereby the human body could become immortal. You could live a disease-free youthful life, forever. Of course immortality isn't for everyone and everyone should have the right to decide what they want or don't want for their own body. Death will be a choice rather than a requirement. There are well funded countries that have access to researchers and high tech equipment that would love to figure out how to create the nanotechnology that will repair bodies and end disease. In the US despite having a lot of financial resources it's not always easy to get funding. If you are at a university, you need to write a grant, go through a lot of red tape, and there are a lot more near-term projects that seem to get prioritized when it comes to funding. For companies looking for investors, unfortunately not all investors can foresee the amazing future that nano will have because they are used to funding things they can see. For example a company that makes desks seeking an investor can show the investor the money they need for each piece of wood, bolt, and the quantity of desks that will be manufactured within a specific time frame. Nanotechnology is in development and isn't readily available like a piece of wood, the piece of wood has to be built. And the individual processes of each emerging development will have their own variables. Once the recipe has been figured out and formulated, the investment we have made will then be very inexpensive and easy to reproduce. Third world countries would have easy access to nanomedicine. Mother nature puts atoms together all the time and it doesn't cost her anything. The raw materials for making nanorobots would be essentially cost-free because they will be made mostly of carbon. Because nanotechnology would be created on the very small atomic level, traveling to provide treatment would not require large equipment. The size and portability would make treatment easily accessible across the world. The environment and living conditions also impact health. Since nanotechnology is on the atomic level and atoms are everywhere, it can be beneficial to the world all around us, as well as our bodies. Nanotechnology could enrich depleted soil in places like Africa, which is currently facing a food crisis. Vitamins, nutrients and minerals could be delivered to rebuild soil to a fertile state and thus have the ability to grow food. Hunger could one day be a solvable problem. Nanotechnology would make it possible to provide meat and animal products inexpensively without killing animals. E.coli and other pathogens could be detected in soil and eliminated so that food is not harmful. Currently nanomaterials are in development to release fertilizers for plants and nutrients for livestock, nano sensors for monitoring the health of crops and farm animals, and magnetic nanoparticles to remove soil contaminants. According to water.org 750 million people around the world lack access to safe water; approximately one in nine people. 840,000 people die each year from water-related disease. A portable non-chemical nano-filtration water purification device has been developed by Micheal Pritchard. It creates safe and sterile water out of dirty water and would make the cost of water per household an estimated 3 dollars a year. His company has provided clean water to countries who have gone through natural disasters, such as Haiti and the Philippines. In the future nanotechnology particles could destroy bacteria that often cause fatal disease. Pollution in general, global warming, nuclear waste, oil spills, smog, and acid rain, could be remedied and prevented by nanotechnological advances. Large quantities of nanorobots could come together to remove pollutant atoms from the atmosphere, earth and water. These groups of nanorobots could swim in contaminated waters and be released into the polluted atmosphere to destroy or remove contaminating molecules. Nanorobots could pull apart the bad molecules and reassemble the atoms into good molecules for other positive purposes. As a first indicator of the possibility, Brian Mercer created a new pollution control technology using nanofibres that greatly reduce industrial pollution by trapping and removing the pollutants. Currently nanotech is being used to reduce emissions from car fuels. Since nanotechnology builds atom by atom; the process is pollution free. Nanotechnology will not be manufactured in the way we use manufacturing plants today. There will be no chemical by product, no emission, hazardous waste and no pollution.

#### Nanomaterials solve Warming and Water Scarcity.

Khullar 17 Bhavya Khullar 9-4-2017 "Nanomaterials Could Combat Climate Change and Reduce Pollution" <https://www.scientificamerican.com/article/nanomaterials-could-combat-climate-change-and-reduce-pollution/> (Former Programme Officer with the Food Safety and Toxins Unit, Centre for Science and Environment (CSE))//Elmer

August 18, 2017 — The list of environmental problems that the world faces may be huge, but some strategies for solving them are remarkably small. First explored for applications in microscopy and computing, nanomaterials—materials made up of units that are each thousands of times smaller than the thickness of a human hair—are emerging as useful for tackling threats to our planet’s well-being. Scientists across the globe are developing nanomaterials that can efficiently use carbon dioxide from the air, capture toxic pollutants from water and degrade solid waste into useful products. “Nanomaterials could help us mitigate pollution. They are efficient catalysts and mostly recyclable. Now, they have to become economical for commercialization and better to replace present-day technologies completely,” says Arun Chattopadhyay, a member of the chemistry faculty at the Center for Nanotechnology, Indian Institute of Technology Guwahati. HARVESTING CO2 To help slow the climate-changing rise in atmospheric CO2levels, researchers have developed nanoCO2 harvesters that can suck atmospheric carbon dioxide and deploy it for industrial purposes. “Nanomaterials can convert carbon dioxide into useful products like alcohol. The materials could be simple chemical catalysts or photochemical in nature that work in the presence of sunlight,” says Chattopadhyay, who has been working with nanomaterials to tackle environmental pollutants for more than a decade. Many research groups are working to address a problem that, if solved, could be a holy grail in combating climate change: how to pull CO2 out of the atmosphere and convert it into useful products. Chattopadhyay isn’t alone. Many research groups are working to address a problem that, if solved, could be a holy grail in combating climate change: how to pull CO2 out of the atmosphere and convert it into useful products. Nanoparticles offer a promising approach to this because they have a large surface-area-to-volume ratio for interacting with CO2 and properties that allow them to facilitate the conversion of CO2into other things. The challenge is to make them economically viable. Researchers have tried everything from metallic to carbon-based nanoparticles to reduce the cost, but so far they haven’t become efficient enough for industrial-scale application. One of the most recent points of progress in this area is work by scientists at the CSIR-Indian Institute of Petroleum and the Lille University of Science and Technology in France. The researchers developed a nanoCO2 harvester that uses water and sunlight to convert atmospheric CO2 into methanol, which can be employed as an engine fuel, a solvent, an antifreeze agent and a diluent of ethanol. Made by wrapping a layer of modified graphene oxide around spheres of copper zinc oxide and magnetite, the material looks like a miniature golf ball, captures CO2 more efficiently than conventional catalysts and can be readily reused, according to Suman Jain, senior scientist of the Indian Institute of Petroleum, Dehradun in India, who developed the nanoCO2harvester. Jain says that the nanoCO2 harvester has a large molecular surface area and captures more CO2 than a conventional catalyst with similar surface area would, which makes the conversion more efficient. But due to their small size, the nanoparticles have a tendency to clump up, making them inactive with prolonged use. Jain adds that synthesizing useful nanoparticle-based materials is also challenging because it’s hard to make the particles a consistent size. Chattopadhyay says the efficiency of such materials can be improved further, providing hope for useful application in the future. CLEANSING WATER Most toxic dyes used in textile and leather industries can be captured with nanoparticles. “Water pollutants such as dyes from human-created waste like those from tanneries could get to natural sources of water like deep tube wells or groundwater if wastewater from these industries is left untreated,” says Chattopadhyay. “This problem is rather difficult to solve.” An international group of researchers led by professor Elzbieta Megiel of the University of Warsaw in Poland reports that nanomaterials have been widely studied for removing heavy metals and dyes from wastewater. According to the research team, adsorption processes using materials containing magnetic nanoparticles are highly effective and can be easily performed because such nanoparticles have a large number of sites on their surface that can capture pollutants and don’t readily degrade in water. Chattopadhyay adds that appropriately designed magnetic nanomaterials can be used to separate pollutants such as arsenic, lead, chromium and mercury from water. However, the nanotech-based approach has to be more efficient than conventional water purification technology to make it worthwhile. In addition to removing dyes and metals, nanomaterials can also be used to clean up oil spills. Researchers led by Pulickel Ajayan at Rice University in Houston, Texas, have developed a reusable nanosponge that can remove oil from contaminated seawater. The technology shows promise, but it’s not yet ready for prime time. “While the nanosponge is a good material to deal with oil spills, these results are confined to the laboratory,” says Ashok Ganguli, director of the Institute of Nano Science and Technology in Mohali, Punjab, India. “Large-scale synthesis is required if we have to remove oil from seawater which is spread over several miles.” Although scientists have yet to successfully synthesize nanomaterials for cleaning oil spills at a scale large enough for practical application, “this may become possible with more research and industry partnerships,” Chattopadhyay says.

#### Warming causes Extinction

Kareiva 18, Peter, and Valerie Carranza. "Existential risk due to ecosystem collapse: Nature strikes back." Futures 102 (2018): 39-50. (Ph.D. in ecology and applied mathematics from Cornell University, director of the Institute of the Environment and Sustainability at UCLA, Pritzker Distinguished Professor in Environment & Sustainability at UCLA)//Re-cut by Elmer

In summary, six of the nine proposed planetary boundaries (phosphorous, nitrogen, biodiversity, land use, atmospheric aerosol loading, and chemical pollution) are unlikely to be associated with existential risks. They all correspond to a degraded environment, but in our assessment do not represent existential risks. However, the three remaining boundaries (**climate change**, global **freshwater** cycle, **and** ocean **acidification**) do **pose existential risks**. This is **because of** intrinsic **positive feedback loops**, substantial lag times between system change and experiencing the consequences of that change, and the fact these different boundaries interact with one another in ways that yield surprises. In addition, climate, freshwater, and ocean acidification are all **directly connected to** the provision of **food and water**, and **shortages** of food and water can **create conflict** and social unrest. Climate change has a long history of disrupting civilizations and sometimes precipitating the collapse of cultures or mass emigrations (McMichael, 2017). For example, the 12th century drought in the North American Southwest is held responsible for the collapse of the Anasazi pueblo culture. More recently, the infamous potato famine of 1846–1849 and the large migration of Irish to the U.S. can be traced to a combination of factors, one of which was climate. Specifically, 1846 was an unusually warm and moist year in Ireland, providing the climatic conditions favorable to the fungus that caused the potato blight. As is so often the case, poor government had a role as well—as the British government forbade the import of grains from outside Britain (imports that could have helped to redress the ravaged potato yields). Climate change intersects with freshwater resources because it is expected to exacerbate drought and water scarcity, as well as flooding. Climate change can even impair water quality because it is associated with heavy rains that overwhelm sewage treatment facilities, or because it results in higher concentrations of pollutants in groundwater as a result of enhanced evaporation and reduced groundwater recharge. **Ample clean water** is not a luxury—it **is essential for human survival**. Consequently, cities, regions and nations that lack clean freshwater are vulnerable to social disruption and disease. Finally, ocean acidification is linked to climate change because it is driven by CO2 emissions just as global warming is. With close to 20% of the world’s protein coming from oceans (FAO, 2016), the potential for severe impacts due to acidification is obvious. Less obvious, but perhaps more insidious, is the interaction between climate change and the loss of oyster and coral reefs due to acidification. Acidification is known to interfere with oyster reef building and coral reefs. Climate change also increases storm frequency and severity. Coral reefs and oyster reefs provide protection from storm surge because they reduce wave energy (Spalding et al., 2014). If these reefs are lost due to acidification at the same time as storms become more severe and sea level rises, coastal communities will be exposed to unprecedented storm surge—and may be ravaged by recurrent storms. A key feature of the risk associated with climate change is that mean annual temperature and mean annual rainfall are not the variables of interest. Rather it is extreme episodic events that place nations and entire regions of the world at risk. These extreme events are by definition “rare” (once every hundred years), and changes in their likelihood are challenging to detect because of their rarity, but are exactly the manifestations of climate change that we must get better at anticipating (Diffenbaugh et al., 2017). Society will have a hard time responding to shorter intervals between rare extreme events because in the lifespan of an individual human, a person might experience as few as two or three extreme events. How likely is it that you would notice a change in the interval between events that are separated by decades, especially given that the interval is not regular but varies stochastically? A concrete example of this dilemma can be found in the past and expected future changes in storm-related flooding of New York City. The highly disruptive flooding of New York City associated with Hurricane Sandy represented a flood height that occurred once every 500 years in the 18th century, and that occurs now once every 25 years, but is expected to occur once every 5 years by 2050 (Garner et al., 2017). This change in frequency of extreme floods has profound implications for the measures New York City should take to protect its infrastructure and its population, yet because of the stochastic nature of such events, this shift in flood frequency is an elevated risk that will go unnoticed by most people. 4. The combination of positive feedback loops and societal inertia is fertile ground for global environmental catastrophes **Humans** are remarkably ingenious, and **have adapted** to crises **throughout** their **history**. Our doom has been repeatedly predicted, only to be averted by innovation (Ridley, 2011). **However**, the many **stories** **of** human ingenuity **successfully** **addressing** **existential risks** such as global famine or extreme air pollution **represent** environmental c**hallenges that are** largely **linear**, have immediate consequences, **and operate without positive feedbacks**. For example, the fact that food is in short supply does not increase the rate at which humans consume food—thereby increasing the shortage. Similarly, massive air pollution episodes such as the London fog of 1952 that killed 12,000 people did not make future air pollution events more likely. In fact it was just the opposite—the London fog sent such a clear message that Britain quickly enacted pollution control measures (Stradling, 2016). Food shortages, air pollution, water pollution, etc. send immediate signals to society of harm, which then trigger a negative feedback of society seeking to reduce the harm. In contrast, today’s great environmental crisis of climate change may cause some harm but there are generally long time delays between rising CO2 concentrations and damage to humans. The consequence of these delays are an absence of urgency; thus although 70% of Americans believe global warming is happening, only 40% think it will harm them (http://climatecommunication.yale.edu/visualizations-data/ycom-us-2016/). Secondly, unlike past environmental challenges, **the Earth’s climate system is rife with positive feedback loops**. In particular, as CO2 increases and the climate warms, that **very warming can cause more CO2 release** which further increases global warming, and then more CO2, and so on. Table 2 summarizes the best documented positive feedback loops for the Earth’s climate system. These feedbacks can be neatly categorized into carbon cycle, biogeochemical, biogeophysical, cloud, ice-albedo, and water vapor feedbacks. As important as it is to understand these feedbacks individually, it is even more essential to study the interactive nature of these feedbacks. Modeling studies show that when interactions among feedback loops are included, uncertainty increases dramatically and there is a heightened potential for perturbations to be magnified (e.g., Cox, Betts, Jones, Spall, & Totterdell, 2000; Hajima, Tachiiri, Ito, & Kawamiya, 2014; Knutti & Rugenstein, 2015; Rosenfeld, Sherwood, Wood, & Donner, 2014). This produces a wide range of future scenarios. Positive feedbacks in the carbon cycle involves the enhancement of future carbon contributions to the atmosphere due to some initial increase in atmospheric CO2. This happens because as CO2 accumulates, it reduces the efficiency in which oceans and terrestrial ecosystems sequester carbon, which in return feeds back to exacerbate climate change (Friedlingstein et al., 2001). Warming can also increase the rate at which organic matter decays and carbon is released into the atmosphere, thereby causing more warming (Melillo et al., 2017). Increases in food shortages and lack of water is also of major concern when biogeophysical feedback mechanisms perpetuate drought conditions. The underlying mechanism here is that losses in vegetation increases the surface albedo, which suppresses rainfall, and thus enhances future vegetation loss and more suppression of rainfall—thereby initiating or prolonging a drought (Chamey, Stone, & Quirk, 1975). To top it off, overgrazing depletes the soil, leading to augmented vegetation loss (Anderies, Janssen, & Walker, 2002). Climate change often also increases the risk of forest fires, as a result of higher temperatures and persistent drought conditions. The expectation is that **forest fires will become more frequent** and severe with climate warming and drought (Scholze, Knorr, Arnell, & Prentice, 2006), a trend for which we have already seen evidence (Allen et al., 2010). Tragically, the increased severity and risk of Southern California wildfires recently predicted by climate scientists (Jin et al., 2015), was realized in December 2017, with the largest fire in the history of California (the “Thomas fire” that burned 282,000 acres, https://www.vox.com/2017/12/27/16822180/thomas-fire-california-largest-wildfire). This **catastrophic fire** embodies the sorts of positive feedbacks and interacting factors that **could catch humanity off-guard and produce a** true **apocalyptic event.** Record-breaking rains produced an extraordinary flush of new vegetation, that then dried out as record heat waves and dry conditions took hold, coupled with stronger than normal winds, and ignition. Of course the record-fire released CO2 into the atmosphere, thereby contributing to future warming. Out of all types of feedbacks, water vapor and the ice-albedo feedbacks are the most clearly understood mechanisms. Losses in reflective snow and ice cover drive up surface temperatures, leading to even more melting of snow and ice cover—this is known as the ice-albedo feedback (Curry, Schramm, & Ebert, 1995). As snow and ice continue to melt at a more rapid pace, millions of people may be displaced by flooding risks as a consequence of sea level rise near coastal communities (Biermann & Boas, 2010; Myers, 2002; Nicholls et al., 2011). The water vapor feedback operates when warmer atmospheric conditions strengthen the saturation vapor pressure, which creates a warming effect given water vapor’s strong greenhouse gas properties (Manabe & Wetherald, 1967). Global warming tends to increase cloud formation because warmer temperatures lead to more evaporation of water into the atmosphere, and warmer temperature also allows the atmosphere to hold more water. The key question is whether this increase in clouds associated with global warming will result in a positive feedback loop (more warming) or a negative feedback loop (less warming). For decades, scientists have sought to answer this question and understand the net role clouds play in future climate projections (Schneider et al., 2017). Clouds are complex because they both have a cooling (reflecting incoming solar radiation) and warming (absorbing incoming solar radiation) effect (Lashof, DeAngelo, Saleska, & Harte, 1997). The type of cloud, altitude, and optical properties combine to determine how these countervailing effects balance out. Although still under debate, it appears that in most circumstances the cloud feedback is likely positive (Boucher et al., 2013). For example, models and observations show that increasing greenhouse gas concentrations reduces the low-level cloud fraction in the Northeast Pacific at decadal time scales. This then has a positive feedback effect and enhances climate warming since less solar radiation is reflected by the atmosphere (Clement, Burgman, & Norris, 2009). The key lesson from the long list of potentially positive feedbacks and their interactions is that **runaway climate change,** and runaway perturbations have to be taken as a serious possibility. Table 2 is just a snapshot of the type of feedbacks that have been identified (see Supplementary material for a more thorough explanation of positive feedback loops). However, this list is not exhaustive and the possibility of undiscovered positive feedbacks **portends** even greater **existential risks**. The many environmental crises humankind has previously averted (famine, ozone depletion, London fog, water pollution, etc.) were averted because of political will based on solid scientific understanding. We cannot count on complete scientific understanding when it comes to positive feedback loops and climate change.

#### Conflicts coming over water scarcity---extinction

Daniel Darling 19, senior international military markets analyst at Forecast International Incorporated, an aerospace and defense consulting firm located in Newtown, Connecticut, where he covers the Europe and Asia-Pacific markets, “The Coming Wars over Water,” The National Interest, 4/14/19, https://nationalinterest.org/blog/buzz/coming-wars-over-water-52147

But another looming issue confronting global leaders involves the earth’s most precious resource: water. In many regions of the globe—from Northern Africa to the Middle East to Central and South Asia—efforts to manage internal freshwater supplies or conserve transboundary water agreements are under strain as scarcity rises in parallel with population growth, consumption and warming temperatures. A World Bank study on the global water picture in 2016 noted that entire regions may see their gross domestic product decline by up to 6 percent by 2050 due to water-related losses in agriculture, health, income and property. The areas highlighted consist of many of the world’s largest population concentrations, regions with developing economies, intensive and unsustainable agricultural practices and high occurrences of drought. Dam-building and its downstream effects across national borders—as in the case of Ethiopia’s Grand Ethiopian Renaissance Dam and China’s water diversion project from the Yarlung Tsangpo River in southern Tibet—threaten to escalate tensions or redefine national claims over disputed regions. Such disputes could mushroom across the globe in the face of broader demographic and resource shifts. According to the Pacific Institute’s water conflict chronology database, eighteen water-related incidents occurred in 2018 alone, ranging from violence erupting at protests over water management to outright fighting between competing communities over access to water and herding rights. These incidents appear destined to become more a norm than an outlier as water resources are consumed faster than rainfall replenishment in some areas and limitations exacerbate longstanding tensions, be they ethnic, tribal or national-based. Delicate tradeoff systems between nations located upstream and downstream of major rivers threaten to be undone by disruptions, as in the case of Central Asian countries sharing parts of the Fergana Valley. In addition, scarcity issues may create internal security pressures by leading to radicalization amongst vulnerable population sectors. With water a vital and finite resource, the world’s industrialized nations are naturally protective of local supply and place a premium on water security in instances where water flows across shared borders. When mixed with political disputes or rivalries, resource pressures may act as a catalyst for armed conflict. Wars over water resources are not without precedent. The Six-Day War of 1967, for instance, was in part an Israeli military response to a Syrian attempt to dam the Yarmuk River, a tributary of the Jordan River, a crucial water source for Israel. Another potential flashpoint exists in one of the world’s most tense arenas: the border between India and Pakistan. There the potential repudiation of a water-sharing agreement brokered by the World Bank in 1960, the Indus Waters Treaty, would serve to further damage relations between Pakistan and India, potentially sending the two rivals spiraling into a conflict that might draw in other nations. The treaty remains in place despite two wars conducted over that time between the neighboring rivals. This is a credit to the cornerstone of the agreement: the rational self-interest of both signatories. With water at a premium for both, any war over it would threaten the supply of each actor, thus ostensibly negating the pretense for armed conflict. But with Pakistan facing declining water availability and blaming its situation on India's “water terrorism,” the potential for crisis increases. India, which plans for a presumptive “collusive threat” on both its northeast and northwest borders from China and Pakistan, must tread carefully in order to avoid reciprocity from Beijing should the latter turn its back on water rationality. While India holds an upstream riparian advantage over Pakistan in regards to the Sutlej, Beas and Ravi Rivers, so too does China as it relates to major rivers flowing into India from Tibet. Considering Pakistan’s water vulnerability—which involves exploding population growth, poor water utilization and infrastructure maintenance, and unsustainable usage patterns—any threat by India to abrogate the treaty or maximize its use of water from any of the rivers covered under the IWT would be seen by Islamabad as tantamount to an act of war. Factor in Pakistan’s strategic alignment with China and any outbreak of conflict might draw Beijing into the scrum, thereby resulting in India confronting the two-front war its planners most fear. Under this scenario, in which three nuclear-armed nations conduct military operations at some level of intensity, the rest of the world would be left scrambling to mediate the crisis at zero hour.

#### Space Elevators solve Space Debris – reduces Rocket Launches

Forgan 19, Duncan H. Solving Fermi's Paradox. Vol. 10. Cambridge University Press, 2019. (Associate Lecturer at the Centre for Exoplanet Science at the University of St Andrews, Scotland, founding member of the UK Search for Extra-terrestrial Intelligence (SETI) research network and leads UK research efforts into the search)//Elmer

All objects in HEO reside beyond the geostationary orbit (GEO). The orbital period at GEO (w'hich is aligned with the Earth's equator) is equal to the Earth’s rotational period. As a result, from a ground observer’s perspective the satellite resides at a fixed point in the sky, with clear advantages for uses such as global communication. Activities at HEO are considerably less than at LEO and MEO. Earth's orbital environment does contain a natural component - the meteoroids. These pose little to no threat to space operations - the true threat is self-derived. The current limitations of spacefaring technology ensure that every launch is accompanied by substantial amounts of space debris. This debris ranges in size from dust grains to paint flecks to large derelict spacecraft and satellites. According to NASA’s Orbital Debris Program Office, some 21.000 objects greater than 10 cm in size are currently being tracked in LEO. with the population below 10 cm substantially higher. Most debris produced at launch tends to be deposited with no supplemental velocity - hence these objects tend to follow the initial launch trajectory, which often orbits with high eccentricity and inclination. However, these orbits do intersect with the orbits of Earth’s artificial satellite population, resulting in impacts w'hich tend to produce further debris. The vast majority of the low-size debris population is so-called fragmentation debris. This is produced during spacecraft deterioration, and in the most abun- dance during spacecraft break-up and impacts. The first satellite-satellite collision occurred in 1961. resulting in a 400% increase in fragmentation debris (Johnson et al.. 2008). Most notably, a substantial source of fragmentation debris was the deliberate destruction of the Fengyun 1C satellite by the People’s Republic of China, which created approximately 2.000 debris fragments. As with collisions of ‘natural debris’, debris-debris collisions tend to result in an increased count of debris fragments. Since the late 1970s, it has been understood that man-made debris could pose an existential risk to space operations. Kessler and Cour-Palais (1978) worked from the then-population of satellites to extrapolate the debris production rate over the next 30 years. Impact rates on spacecraft at any location. /, can be calculated if one knows the local density of debris p, the mean relative velocity vrei\* and the cross-sectional area ct: [[EQUATION 13.5 OMITTED]] Each impact increases p without substantially altering vrel or o. We should there- fore expect the impact rate (and hence the density of objects) to continue growing at an exponential rate: [[EQUATION 13.6 OMITTED]] Kessler and Cour-Palais (1978) predicted that by the year 2000, p would have increased beyond the critical value for generating a collisional cascade. As new collisions occur, these begin to increase ^jjp, which in turn increases resulting in a rapid positive feedback, with p and I reaching such large values that LEO is rendered completely unnavigable. This has not come to pass - LEO remains navigable, partially due to a slight overprediction of debris produced by individual launches. The spectre of a collisional cascade (often referred to as Kessler syndrome) still looms over human space exploration, as debris counts continue to rise. Without a corresponding dedicated effort to reduce these counts, either through mitigating strategies to reduce the production of debris during launches, or through removal of debris fragments from LEO. we cannot guarantee the protection of the current flotilla of satellites, leaving our highly satellite-dependent society at deep risk. What strategies can be deployed to remove space debris? Almost all debris removal techniques rely on using the Earth’s atmosphere as a waste disposal sys- tem. Most debris is sufficiently small that atmospheric entry would result in its complete destruction, with no appreciable polluting effects. Atmospheric entry requires the debris fragments to be decelerated so that their orbits begin to intersect with lower atmospheric altitudes. Once a critical altitude is reached, atmospheric drag is sufficiently strong that the debris undergoes runaway deceleration and ultimately destruction. There are multiple proposed techniques for decelerating debris. Some mechani- cal methods include capturing the debris using either a net or harpoon, and applying a modest level of reverse thrust. These are most effective for larger fragments, and especially intact satellites (Forshaw et al., 2015). Attaching sails to the debris is also a possibility if the orbit is sufficiently low for weak atmospheric drag. The Japanese space agency JAXA’s Kounotori Integrated Tether Experiment (KITE) will trail a long conductive cable. As a current is passed through the cable, and the cable traverses the Earth’s magnetic field, the cable experiences a magnetic drag force that will de-orbit the spacecraft. Orbiting and ground-based lasers can decelerate the debris through a variety of means. For small debris fragments, the radiation pressure produced by the laser can provide drag. A more powerful laser can act on larger debris fragments through ablation. As the laser ablates the debris, the resulting recoil generated by the escaping material produces drag and encourages de-orbit. A more lateral solution is to ensure that launches and general space-based activity no longer generate debris. These approaches advocate lower-energy launch mechanisms that do not rely on powerful combustion. The most famous is the space elevator (see Aravind. 2007). Originally conceived by Tsiolkovsky, the ele- vator consists of an extremely durable cable extended from a point near the Earth’s equator, up to an anchor point located at GEO (most conceptions of the anchor point envision an asteroid parked in GEO). ‘Climber’ cars can then be attached to the cable and lifted to LEO, MEO and even GEO by a variety of propulsion methods. Most notably, the cars can be driven to GEO without the need for chemical rockets or nuclear explosions - indeed, a great deal of energy can be saved by having coupled cars, one ascending and one descending. Space elevators would solve a great number of problems relating to entering (and leaving) Earth orbit, substantially reducing the cost of delivering payload out of the Earth's atmosphere. The technical challenges involved in deploying a cable tens of thousands of kilometres long are enormous, not to mention the material science required to produce a cable of sufficient tensile strength and flexibility in the first place. The gravitational force (and centrifugal force) felt by the cable will vary significantly along its length. As cars climb the cable, the Coriolis force will move the car (and cable) horizontally also, providing further strain on the cable material. The relatively slow traversal of the biologically hazardous Van Allen Belt on the route to GEO is also a potential concern for crewed space travel. Whatever the means, a spacefaring civilisation (or at least, a civilisation that utilises its local orbital environment as we do) must develop a non-polluting solution to space travel, whether that is via the construction of a space elevator, a maglev launch loop, rail gun, or some other form of non-rocket acceleration. If it cannot perform pollution-free spacecraft launches (or fully clean up its pollution), then it will eventually succumb to Kessler syndrome, with potentially drastic consequences for future space use, with likely civilisation-ending effects (Solution C.13).

#### 1AR theory is skewed towards the aff – a) the 2NR must cover substance and over-cover theory, since they get the collapse and persuasive spin advantage of the 3min 2AR, b) their responses to my counter interp will be new, which means 1AR theory necessitates intervention. Implications – a) drop the arg to minimize the chance the round is decided unfairly, b) use reasonability with a bar of defense or the aff always wins since the 2AR can line by line the whole 2NR without winning real abuse

#### Infinite abuse claims are wrong- A] Spikes solve-you can just preempt paradigms in the 1AC B] Functional limits- 1nc is only 7 minutes long

#### Pics are good they encourage innovative research that avoids stale debates and bridges different parts of the literature. Our PIC directly engages the literature base of the AC

#### Condo is good proving a CP is bad doesn’t prove the plan is good, a logical policy maker can always choose not to act. Logic outweighs – it’s the basis of all rational arguments.

### 1NC---OFF

#### Genocidal settlement is a structure, not an event meaning ontological logic of elimination is an everyday manifestation that defines settler identity.

Rifkin 14, Mark. Settler common sense: Queerness and everyday colonialism in the American renaissance. U of Minnesota Press, 2014. (Associate Professor of English & WGS at UNC-Greensboro)//Elmer

If nineteenth-century American literary studies tends to focus on the ways Indians enter the narrative frame and the kinds of meanings and associa- tions they bear, recent **attempts to theorize settler colonialism** have sought to **shift attention from its effects** on Indigenous subjects **to** its **implications for nonnative political attachments**, forms of inhabitance, **and modes of being**, illuminating and tracking the pervasive operation of **settlement as a system**. In Settler Colonialism and the Transformation of Anthropology, Patrick Wolfe argues, “Settler colonies were (are) premised on the elimination of native societies. The split tensing reflects a determinate feature of settler colonization. The colonizers come to stay—invasion is **a structure not an event**” (2).6 He suggests that a “**logic** **of elimination” drives settler** governance and **sociality**, describing “the settler-colonial will” as “a historical force that ultimately derives from the primal drive to expansion that is generally glossed as capitalism” (167), and in “Settler Colonialism and the Elimination of the Native,” he observes that “elimination is an organizing principle of settler-colonial society rather than a one-off (and superceded) occurrence” (388). Rather than being superseded after an initial moment/ period of conquest, colonization persists since “the logic of elimination marks a return whereby the native repressed continues to structure settler- colonial society” (390). In Aileen Moreton-Robinson’s work, whiteness func- tions as the central way of understanding the domination and displacement of Indigenous peoples by nonnatives.7 In “Writing Off Indigenous Sover- eignty,” she argues, “As a regime of power, patriarchal white sovereignty operates ideologically, materially and discursively to reproduce and main- tain its investment in the nation as a white possession” (88), and in “Writ- ing Off Treaties,” she suggests, “**At an ontological level** the **structure of subjective possession** **occurs through** the **imposition of one’s will-to-be on the thing which is perceived to lack will,** thus it is open to being possessed,” such that “possession . . . forms part of **the ontological structure of white subjectivity**” (83–84). For Jodi Byrd, the deployment of Indianness as a mobile figure works as the principal mode of U.S. settler colonialism. She observes that “colonization and racialization . . . have often been conflated,” in ways that “tend to be sited along the axis of inclusion/exclusion” and that “misdirect and cloud attention from the underlying structures of settler colonialism” (xxiii, xvii). She argues that settlement works through the translation of indigeneity as Indianness, casting place-based political collec- tivities as (racialized) populations subject to U.S. jurisdiction and manage- ment: “the Indian is left nowhere and everywhere within the ontological premises through which U.S. empire orients, imagines, and critiques itself ”; “**ideas of** Indians and **Indianness** have **served as the ontological ground through which U.S. settler colonialism enacts itself** ” (xix).

#### That results in land exploitation and ecocide – specifically manifests in knowledge institutions making forefronting Settler Colonialism a prior question.

Paperson 17 la paperson or K. Wayne Yang, June 2017, “A Third University is Possible” (an associate professor of ethnic studies at the University of California, San Diego)//Elmer

Land is the prime concern of settler colonialism, contexts in which the colonizer comes to a “new” place not only to seize and exploit but to stay, making that “new” place his permanent home. Settler colonialism thus complicates the center–periphery model that was classically used to describe colonialism, wherein an imperial center, the “metropole,” dominates distant colonies, the “periphery.” Typically, one thinks of European colonization of Africa, India, the Caribbean, the Pacific Islands, in terms of external colonialism, also called exploitation colonialism, where land and human beings are recast as natural resources for primitive accumulation: coltan, petroleum, diamonds, water, salt, seeds, genetic material, chattel. Theories named as “settler colonial studies” had a resurgence beginning around 2006.[2] However, the analysis of settler colonialism is actually not new, only often ignored within Western critiques of empire.[3] The critical literatures of the colonized have long positioned the violence of settlement as a prime feature in colonial life as well as in global arrangements of power. We can see this in Franz Fanon’s foundational critiques of colonialism. Whereas Fanon’s work is often generalized for its diagnoses of anti/colonial violence and the racialized psychoses of colonization upon colonized and colonizer, Fanon is also talking about settlement as the particular feature of French colonization in Algeria. For Fanon, the violence of French colonization in Algeria arises from settlement as a spatial immediacy of empire: the geospatial collapse of metropole and colony into the same time and place. On the “selfsame land” are spatialized white immunity and racialized violation, non-Native desires for freedom, Black life, and Indigenous relations.[4] Settler colonialism is too often thought of as “what happened” to Indigenous people. This kind of thinking confines the experiences of Indigenous people, their critiques of settler colonialism, their decolonial imaginations, to an unwarranted historicizing parochialism, as if settler colonialism were a past event that “happened to” Native peoples and not generalizable to non-Natives. Actually, settler colonialism is something that “happened for” settlers. Indeed, it is happening for them/us right now. Wa Thiong’o’s question of how instead of why directs us to think of land tenancy laws, debt, and the privatization of land as settler colonial technologies that enable the “eventful” history of plunder and disappearance. Property law is a settler colonial technology. The weapons that enforce it, the knowledge institutions that legitimize it, the financial institutions that operationalize it, are also technologies. Like all technologies, they evolve and spread. Recasting land as property means severing Indigenous peoples from land. This separation, what Hortense Spillers describes as “the loss of Indigenous name/land” for Africans-turned-chattel, recasts Black Indigenous people as black bodies for biopolitical disposal: who will be moved where, who will be murdered how, who will be machinery for what, and who will be made property for whom.[5] In the alienation of land from life, alienable rights are produced: the right to own (property), the right to law (protection through legitimated violence), the right to govern (supremacist sovereignty), the right to have rights (humanity). In a word, what is produced is whiteness. Moreover, it is not just human beings who are refigured in the schism. Land and nonhumans become alienable properties, a move that first alienates land from its own sovereign life. Thus we can speak of the various technologies required to create and maintain these separations, these alienations: Black from Indigenous, human from nonhuman, land from life.[6] “How?” is a question you ask if you are concerned with the mechanisms, not just the motives, of colonization. Instead of settler colonialism as an ideology, or as a history, you might consider settler colonialism as a set of technologies —a frame that could help you to forecast colonial next operations and to plot decolonial directions. This chapter proceeds with the following insights. (1) The settler–native– slave triad does not describe identities. The triad—an analytic mainstay of settler colonial studies—digs a pitfall of identity that not only chills collaborations but also implies that the racial will be the solution. (2) Technologies are trafficked. Technologies generate patterns of social relations to land. Technologies mutate, and so do these relationships. Colonial technologies travel. In tracing technologies’ past and future trajectories, we can connect how settler colonial and antiblack technologies circulate in transnational arenas. (3) Land—not just people—is the biopolitical target.[7] The examples are many: fracking, biopiracy, damming of rivers and flooding of valleys, the carcasses of pigs that die from the feed additive ractopamine and are allowable for harvest by the U.S. Food and Drug Administration. The subjugation of land and nonhuman life to deathlike states in order to support “human” life is a “biopolitics” well beyond the Foucauldian conception of biopolitical as governmentality or the neoliberal disciplining of modern, bourgeois, “human” subject. (4) (Y)our task is to theorize in the break, that is, to refuse the master narrative that technology is loyal to the master, that (y)our theory has a Eurocentric origin. Black studies, Indigenous studies, and Othered studies have already made their breaks with Foucault (over biopolitics), with Deleuze and Guatarri (over assemblages and machines), and with Marx (over life and primitive accumulation). (5) Even when they are dangerous, understanding technologies provides us some pathways for decolonizing work. We can identify projects of collaboration on decolonial technologies. Colonizing mechanisms are evolving into new forms, and they might be subverted toward decolonizing operations. The Settler–Native–Slave Triad Does Not Describe Identities One of the main interventions of settler colonial studies has been to insist that the patterning of social relations is shaped by colonialism’s thirst for land and thus is shaped to fit modes of empire. Because colonialism is a perverted affair, our relationships are also warped into complicitous arrangements of violation, trespass, and collusion with its mechanisms. For Fanon, the psychosis of colonialism arises from the patterning of violence into the binary relationship between the immune humanity of the white settler and the impugned humanity of the native. For Fanon, the supremacist “right” to create settler space that is immune from violence, and the “right” to abuse the body of the Native to maintain white immunity, this is the spatial and fleshy immediacy of settler colonialism. Furthermore, the “humanity” of the settler is constructed upon his agency over the land and nature. As Maldonado- Torres explains, “I think, therefore I am” is actually an articulation of “I conquer, therefore I am,” a sense of identity posited upon the harnessing of nature and its “natural” people.[8] This creates a host of post+colonial problems that have come to define modernity. Because the humanity of the settler is predicated on his ability to “write the world,” to make history upon and over the natural world, the colonized is instructed to make her claim to humanity by similarly acting on the world or, more precisely, acting in his. Indeed, for Fanon, it is the perverse ontology of settler becomings—becoming landowner or becoming property, becoming killable or becoming a killer—and the mutual implication of tortured and torturer that mark the psychosis of colonialism. This problem of modernity and colonial psychosis is echoed in Jack Forbes’s writings: Columbus was a wétiko. He was mentally ill or insane, the carrier of a terribly contagious psychological disease, the wétiko psychosis. . . . The wétiko psychosis, and the problems it creates, have inspired many resistance movements and efforts at reform or revolution. Unfortunately, most of these efforts have failed because they have never diagnosed the wétiko.[9] Under Western modernity, becoming “free” means becoming a colonizer, and because of this, “the central contradiction of modernity is freedom.”[10] Critiques of settler colonialism, therefore, do not offer just another “type” of colonialism to add to the literature but a mode of analysis that has repercussions for any diagnosis of coloniality and for understanding the modern conditions of freedom. By modern conditions of freedom, I mean that Western freedom is a product of colonial modernity, and I mean that such freedom comes with conditions, with strings attached, most manifest as terms of unfreedom for nonhumans. As Cindi Mayweather says, “your freedom’s in a bind.”[11]

#### Claims to re-distribute the “commons” is a form of indigenous erasure since it normalizes settler governance.

GLC 18 Great Lakes Commons 3-5-2018 "Unsettling the Commons: the tragedy of Indigenous erasure" <https://www.greatlakescommons.org/our-blog-b/2018/2/unsettling-the-commons> //Elmer

From the start, Great Lakes Commons has been seeding a transformative approach to current water governance. Using the histories and frameworks from both 'commons' and 'Indigenous' sources, we continue to map how these principles and practices enrich our connection and protection with these waters. But there's always also been a critical tension between these sources. Craig Fortier's new book Unsettling the Commons: social movements within, against, and beyond settler colonialism helps us name and integrate this tension. This post aims to introduce some of Fortier's main ideas and examples, while reflecting on GLC's mission, projects, and partnerships. The book draws on 51 interviews Fortier had with political organizers who work to replace hetero-patriarchal, capitalist, and colonial systems rather than to just reform them. One of the clearest examples Fortier uses to disrupt the progressive politics of 'the commons' is by looking at several movements that are 'reclaiming the commons'. These would include: environmentalist back-to-the-land movements, Burning Man festival, community gardens, kibbutzes, and alternative currency movements (21). The book is specifically focused on how these movements on Turtle Island (North America) erase relationships with Indigenous histories and futures. 'Commons' activism aims to renegotiate social relationships that are radically more democratic and egalitarian (21). But reclaiming and redistributing land and wealth in Canada and the USA (places with stolen land and people) opens up critical holes in the progressive banner of change. Fortier uses the Occupy Movement as an example. Starting in 2011, activists 'reclaimed' city centers to demonstrate the glaring and corrupt wealth inequality in the U.S.A.. In New York city's financial district, private land (Zuccotti Park) was renamed and reclaimed as a commons (Liberty Plaza). The change honored the Park's name in the 1930's, yet sidestepped the context of the 'Liberty' naming itself. Before it was known as Manhattan, this land was called Manna-hata by the Lenape nation. Once forcibly occupied by Europeans, these settlers renamed the lands to protect and project their own destiny. No liberty was being celebrated for the Lenape in this park. After colonial critiques of these Occupy camps, ones such as Occupy Oakland considered changing their name to Decolonize Oakland instead. But this movement's focus on capitalism over colonization, caused a split in group. In this 'reclaim the commons' example, radical political intentions about the wealth of the 1% and the resistance by the 99% erase ongoing events of settler colonialism. According to Clare Baynard (a white anti-racist educator with the Catalyst Project), settler's inability to imagine a future outside of the eurocentric settler-logic is a major barrier for change (32). For many, the 'collective' aspects of the commons garner all the attention, rather than their exclusive elements (34). Adam J. Barker specifically names 3 ways 'commons' can erase Indigenous ways of knowing and being: evading complicity in producing and maintaining structures of colonization naturalizing settler spaces and systems of governance appropriating Indigenous territories and ways of being (35) Evading practices include the languages of 'reclaiming' and 'occupy' already mentioned. Fortier also looks at anti-gentrification activism to illustrate this practice. How can we link the spread of consumer-communities into poorer neighbourhoods with the ongoing conversion of Indigenous communal homelands into settler private property? Fortier's reflections on the No One Is Illegal movement adds another layer on this erasure because fighting for state status and migrant justice can bypass colonization on the way to granting citizenship. I can use Canada's 'national' anthem as an example and tool of erasure. I put 'national' in apostrophes because a settler-state such as Canada cannot be a single nation. The borders of Canada and the USA enclose many Indigenous nations, while settlers celebrate a multi-national diversity based on settler inclusion rather than Indigenous exclusion. At schools and sporting evens Canadians sing our National Anthem, "our home and native land" instead of the hacked version of "our home on native land". This evading leads easily to naturalization. GLC has connected with many water groups over the years who are 'taking back' the water, often labelled as 'our' water that should to be protected by 'our' democratic and 'public' institutions. To protect water from private corporations, these claims about water often validate the same values and governments that extinguish and erode Indigenous authority and relationship to water. When it comes to water quantity, the Great Lakes Compact denies Indigenous authority. What can be said about campaigns advocating for Public control of water systems and the Public Trust Doctrine? Within the current governance system, these narratives and tools disrupt the financialization and privatization of water and help keep water clean, affordable, and accessible. Naturalization practices are also captured by Nationalist myths where peak social justice is about inclusion of Indigenous peoples into Canadian and USA society, rather than fostering multiple sovereignties. Insistence of 'public' resources for 'the people' also reinforces settler-state power. So while Occupy and other progressive movements fixate on wrestling the state from elite powers (the 1%), the default political code is that these rights and resources naturally belong 'to the people'. One of the complexities of a commons is figuring out who has authentic authority. While equality would mean dividing the USA's assets between the 99%, equitable distribution would have to first ask: "How did Americans come to claim the land known as the USA, who was this land taken from, and who should lead the calls for redistribution?" 'This Land is Our Land', 'Who's Streets, Our Streets', and many other commons-like political tags normalize settler political desires while reconstructing Indigenous desires at foreign (41). This is settler-logic in action. Fortier presents the work of Ruben Gaztambide-Fernandez who reminds us that "individual subjects do not enter into relationships, but rather subjects are made in and through relationships" (47). It's this 'double bind' that we struggle with when working against and beyond systems of injustice, while also being within them. For me, the stress with these relationships is to critically examine how our national, consumer, citizen, neighbor, and even activist identities are constructed through ongoing political forces. What languages hold in our work? Do we use American or Canadian english spelling? What kind of national currency do we use and what value is this money based in? Do we honour political boundaries more than ecological ones? Do we consider how our actions impact non-human life and the lives of future generations? What do we really know (when it comes to Indigenous identity and authority) about the lands and waters we call home? These are just some the relationships that shape us and maintain (or possibly resist) colonization. Appropriating practices are also common between progressive movements and Indigenous ways of knowing and being. Environmental ethics, participatory democracy, gender equity, and inter-national mutualism are the core of left-ist ideals. Because western culture has lost its cultural roots, it absorbs foreign practices and then claims them as its own. How many examples do we have of white men 'discovering' something or someone that already exists? Even if the practice of sharing and sustaining a commons was rooted in indigenous European life, what parts can and cannot be transplanted? GLC's Charter Declaration starts with "We, the People of the Great Lakes" which mimics parts of the U.S. Constitution. This Charter was a collaborative effort between native and non-native water protectors and the language (while created and shared only in English for many years) reflects Indigenous and commons ethics and desires. While the Charter is now in 5 Great Lakes languages, how might it appropriate Indigenous teachings or even evade or naturalize them? Or does it honor these teachings, value the spirit of collaboration, and start to unsettle Great Lakes governance? Let us know in the comments section.

#### Vote negative to endorse a cartography of refusal

Day 15 Iyko, Associate Professor of English. Chair, Critical Social Thought. “Being or Nothingness: Indigeneity, Antiblackness, and Settler Colonial Critique.” Source: Critical Ethnic Studies, Vol. 1, No. 2 (Fall 2015), pp. 102-121 //Elmer

And so the potential relations that Wilderson sets up through a critique of sovereignty are at best irrelevant or at worse false in Sexton’s absolute claim that slavery stands alone as the “threshold of the political world.”45 I suggest that this wavering relation/nonrelation of antiblackness and Indigeneity exhibited in Wilderson’s and Sexton’s work reveal the problem in any totalizing approach to the heterogeneous constitution of racial difference in settler colonies. Beyond this inconsistency, the liberal multiculturalist agenda that Wilderson and Sexton project into Indigenous sovereignty willfully evacuates any Indigenous refusal of a colonial politics of recognition. Among other broad strokes, Sexton states, “as a rule, Native Studies reproduces the dominant liberal political narrative of emancipation and enfranchisement.”46 This provides a basis for Wilderson’s assertion that Indigenous sovereignty engages in a liberal politics of state legitimation through recognition because “treaties are forms of articulation” that buttress “the interlocutory life of America as a coherent (albeit genocidal) idea.”47 But such a depoliticized liberal project is frankly incompatible with Indigenous activism and scholarship that emerges from Native studies in North America. The main argument in Glen Sean Coulthard’s book Red Skin, White Masks is to categorically reject “the liberal recognition-based approach to Indigenous selfdetermination.”48 **This is not** a politics of **legitimizing** Indigenous nations **through state recognition** **but** rather **one of refusal**, a refusal to be **recognized and** thus **interpellated by the settler colonial nation-state**. Drawing on Fanon, Coulthard describes the “necessity on the part of the oppressed to ‘turn away’ from their other-oriented master-dependency, and to instead struggle for freedom on their own terms and in accordance with their own values.”49 It is also difficult to reconcile the depoliticized narrative of “resurgence and recovery” that Wilderson and Sexton attribute to Indigenous sovereignty in the face of **Idle No More**, the anticapitalist Indigenous sovereignty movement in Canada whose national railway and **highway** **blockades** have seriously **destabilized** the **expropriation of natural resources** for the global market. These are examples that Coulthard describes as “**direct action**” rather tjhan negotiation—in other words, antagonism, not conflict resolution: The [blockades] are a crucial act of negation insofar as they seek to impede or block the flow of resources currently being transported to international markets from oil and gas fields, refineries, lumber mills, mining operations, and hydroelectric facilities located on the dispossessed lands of Indigenous nations. These modes of direct action . . . seek to have **a negative impact on** the economic **infrastructure** that is **core to** the **colonial accumulation of capital in settler-political economies** like Canada’s.50 **These tactics are** part of what Audra Simpson calls a “**cartography of refusal” that “negates the authority of the other’s gaze**.”51 It is **impossible to frame** the **blockade movement**, which has become the greatest threat to Canada’s resource agenda,52 **as a struggle for “enfranchisement**.” **Idle No More is** not in “conflict” with the Canadian nation-state; it is in **a struggle against the very premise of settler colonial capitalism** that requires the elimination of Indigenous peoples. As Coulthard states unambiguously, “For Indigenous nations to live, capitalism must die.”

## Case

### 1NC---AT: Debris

#### Squo debris thumps

**Wall 21** [Mike Wall, Michael Wall is a Senior Space Writer with [Space.com](http://space.com/) and joined the team in 2010. He primarily covers exoplanets, spaceflight and military space. He has a Ph.D. in evolutionary biology from the University of Sydney, Australia, a bachelor's degree from the University of Arizona, and a graduate certificate in science writing from the University of California, Santa Cruz. 11/15/21, "Kessler Syndrome and the space debris problem," Space, [https://www.space.com/kessler-syndrome-space-debris accessed 12/10/21](https://www.space.com/kessler-syndrome-space-debris%20accessed%2012/10/21)] Adam

Earth orbit is getting more and more crowded as the years go by. Humanity has launched about 12,170 satellites since the dawn of the space age in 1957, [according to the European Space Agency](https://www.esa.int/Safety_Security/Space_Debris/Space_debris_by_the_numbers) (ESA), and 7,630 of them remain in orbit today — but only about 4,700 are still operational. That means there are nearly 3,000 defunct spacecraft zooming around Earth at tremendous speeds, along with other big, dangerous pieces of debris like upper-stage rocket bodies. For example, orbital velocity at 250 miles (400 kilometers) up, the altitude at which the ISS flies, is about 17,100 mph (27,500 kph). At such speeds, even a tiny shard of debris can do serious damage to a spacecraft — and there are huge numbers of such fragmentary bullets zipping around our planet. ESA estimates that Earth orbit harbors at least 36,500 debris objects that are more than 4 inches (10 centimeters) wide, 1 million between 0.4 inches and 4 inches (1 to 10 cm) across, and a staggering 330 million that are smaller than 0.4 inches (1 cm) but bigger than 0.04 inches (1 millimeter). These objects pose more than just a hypothetical threat. From 1999 to May 2021, for example, the ISS conducted 29 debris-avoiding maneuvers, including three in 2020 alone, [according to NASA officials](https://www.nasa.gov/mission_pages/station/news/orbital_debris.html). And that number continues to grow; the station performed [another such move in November 2021](https://www.space.com/space-station-dodging-chinese-space-junk-spacex-crew-3), for example. Many of the smaller pieces of space junk were spawned by the explosion of spent rocket bodies in orbit, but others were more actively emplaced. In January 2007, for instance, China intentionally destroyed one of its defunct weather satellites in a much-criticized test of anti-satellite technology that generated [more than 3,000 tracked debris objects](https://swfound.org/media/9550/chinese_asat_fact_sheet_updated_2012.pdf) and perhaps 32,000 others too small to be detected. The vast majority of that junk remains in orbit today, experts say. Spacecraft have also collided with each other on orbit. The most famous such incident occurred in February 2009, when Russia's defunct Kosmos 2251 satellite slammed into the operational communications craft Iridium 33, producing [nearly 2,000 pieces of debris](https://swfound.org/media/6575/swf_iridium_cosmos_collision_fact_sheet_updated_2012.pdf) bigger than a softball. That 2009 smashup might be evidence that the Kessler Syndrome is already upon us, though a cataclysm of "Gravity" proportions is still a long way off. "The cascade process can be more accurately thought of as continuous and as already started, where each collision or explosion in orbit slowly results in an increase in the frequency of future collisions," [Kessler told Space Safety Magazine in 2012](http://www.spacesafetymagazine.com/space-debris/kessler-syndrome/don-kessler-envisat-kessler-syndrome/).

#### Russia’s 2021 ASAT attack should have started the Kessler effect

Panda 2021 (Ankit, STANTON SENIOR FELLOW NUCLEAR POLICY PROGRAM Ankit Panda is the Stanton Senior Fellow in the Nuclear Policy Program at the Carnegie Endowment for International Peace., The Dangerous Fallout of Russia’s Anti-Satellite Missile Test, November 21, 2021, https://carnegieendowment.org/2021/11/17/dangerous-fallout-of-russia-s-anti-satellite-missile-test-pub-85804)-TL

Russia has tested a direct-ascent anti-satellite (ASAT) missile against a live satellite target, the third test of its kind by a country since 2007. The test, and the resulting orbital debris, have focused international attention on the rapidly declining sustainability of near-Earth space and the need to constrain this kind of weapons testing. On November 15, a Russian PL19 Nudol interceptor missile launched in northern Russia struck the now-defunct Soviet-era COSMOS 1408 satellite at an approximate altitude of 480 kilometers (about 300 miles). The intercept has generated a massive debris field in low-Earth orbit (LEO); according to U.S. Space Command, “more than 1,500 pieces of trackable orbital debris” have already been detected, and “hundreds of thousands of smaller [fragments]” are likely to surface. The test represents a serious challenge to space sustainability and immediately increases the collision risk that other human-made objects in LEO face, including human-inhabited objects like the International Space Station and China’s Tiangong space station. This test underscores the pressing need to develop new international norms and rules of behavior in space. It should further galvanize international efforts to ban this sort of weapons testing, which has significant negative consequences for the space environment near Earth.

#### Collision risk is infinitesimally small

Fange 17 Daniel Von Fange 17, Web Application Engineer, Founder and Owner of LeanCoder, Full Stack, Polyglot Web Developer, “Kessler Syndrome is Over Hyped”, 5/21/2017, http://braino.org/essays/kessler\_syndrome\_is\_over\_hyped/

The orbital area around earth can be broken down into four regions. Low LEO - Up to about 400km. Things that orbit here burn up in the earth’s atmosphere quickly - between a few months to two years. The space station operates at the high end of this range. It loses about a kilometer of altitude a month and if not pushed higher every few months, would soon burn up. For all practical purposes, Low LEO doesn’t matter for Kessler Syndrome. If Low LEO was ever full of space junk, we’d just wait a year and a half, and the problem would be over. High LEO - 400km to 2000km. This where most heavy satellites and most space junk orbits. The air is thin enough here that satellites only go down slowly, and they have a much farther distance to fall. It can take 50 years for stuff here to get down. This is where Kessler Syndrome could be an issue. Mid Orbit - GPS satellites and other navigation satellites travel here in lonely, long lives. The volume of space is so huge, and the number of satellites so few, that we don’t need to worry about Kessler here. GEO - If you put a satellite far enough out from earth, the speed that the satellite travels around the earth will match the speed of the surface of the earth rotating under it. From the ground, the satellite will appear to hang motionless. Usually the geostationary orbit is used by big weather satellites and big TV broadcasting satellites. (This apparent motionlessness is why satellite TV dishes can be mounted pointing in a fixed direction. You can find approximate south just by looking around at the dishes in your northern hemisphere neighborhood.) For Kessler purposes, GEO orbit is roughly a ring 384,400 km around. However, all the satellites here are moving the same direction at the same speed - debris doesn’t get free velocity from the speed of the satellites. Also, it’s quite expensive to get a satellite here, and so there aren’t many, only about one satellite per 1000km of the ring. Kessler is not a problem here. How bad could Kessler Syndrome in High LEO be? Let’s imagine a worst case scenario. An evil alien intelligence chops up everything in High LEO, turning it into 1cm cubes of death orbiting at 1000km, spread as evenly across the surface of this sphere as orbital mechanics would allow. Is humanity cut off from space? I’m guessing the world has launched about 10,000 tons of satellites total. For guessing purposes, I’ll assume 2,500 tons of satellites and junk currently in High LEO. If satellites are made of aluminum, with a density of 2.70 g/cm3, then that’s 839,985,870 1cm cubes. A sphere for an orbit of 1,000km has a surface area of 682,752,000 square KM. So there would be one cube of junk per .81 square KM. If a rocket traveled through that, its odds of hitting that cube are tiny - less than 1 in 10,000.

#### Debris creates deterrence by raising the bar for conflict – international norms fail

Miller 7/31 [(Gregory, Chair of the Department of Space Power at the Air Command and Staff College, Ph.D. in Political Science from The Ohio State University) “Deterrence by Debris: The Downside to Cleaning up Space,” Space Policy, 7/31/2021] JL

The danger of kinetic strikes increasing orbital debris is a common theme in the literature, but the positive deterrent effects of some debris are often overlooked. The debris resulting from destroyed satellites, or other space objects, creates a deterrent effect on actors who might otherwise violate international norms and strike at objects in space, either to test their capabilities or as an act of hostilities. This is not deterrence in the traditional sense, of one actor publicly threatening punishment in response to another actor’s unwanted actions. It is not deterrence by denial since the attacker is not damaged and may even achieve its objective. Nor is it deterrence by punishment because the debris itself does not threaten to punish the attacker’s country. But debris can increase the future costs to the aggressor, even if their initial attack succeeds, and thus it has a similar restraining effect on certain behavior. Like the automated response of the U.S. tripwire in West Germany, the threat that debris can pose to state interests acts as a form of deterrence, at least to prevent some actors from taking certain types of actions. Removing the danger of debris will weaken that restraint and thus weaken deterrence, making ASAT tests and hostile actions in space more likely.

Several factors may deter a state from launching kinetic tests or striking against an adversary’s interests in space. For one thing, if a state’s adversary has similar capabilities to destroy objects in space, deterrence would be a function of not wanting to escalate tensions. Although international law only explicitly prohibits states from placing weapons of mass destruction in orbit, international space law, like the Outer Space Treaty [30], does provide a framework for addressing the activities of one state that lead to the damage of another state’s property. Likewise, there are international norms (informal but expected rules of behavior) against the weaponization of space. But these norms seem to be in decline [31], and such norms only deter a state from engaging in certain types of behavior if the state cares about following norms, if it cares about how states perceive its behavior, or if it believes other states are willing to enforce the norms. The beauty of debris as a deterrent is that it does not rely on the enforcement of norms or the credibility of states to succeed.

#### Early warning’s in GEO – debris doesn’t matter there

Von Fange 17 [Daniel Von Fange is a full stack developer that builds web platforms and engineer, with a particular interest in space applications. Kessler Syndrome is Over Hyped. May 21, 2017. braino.org/essays/kessler\_syndrome\_is\_over\_hyped/]

GEO - If you put a satellite far enough out from earth, the speed that the satellite travels around the earth will match the speed of the surface of the earth rotating under it. From the ground, the satellite will appear to hang motionless. Usually the geostationary orbit is used by big weather satellites and big TV broadcasting satellites. (This apparent motionlessness is why satellite TV dishes can be mounted pointing in a fixed direction. You can find approximate south just by looking around at the dishes in your northern hemisphere neighborhood.) For Kessler purposes, GEO orbit is roughly a ring 384,400 km around. However, all the satellites here are moving the same direction at the same speed - debris doesn’t get free velocity from the speed of the satellites. Also, it’s quite expensive to get a satellite here, and so there aren’t many, only about one satellite per 1000km of the ring. Kessler is not a problem here.

#### Deterrence

**Pavur and Martinovic 19** [James Pavur and Ivan Martinovic, May 2019, "The Cyber-ASAT: On the Impact of Cyber Weapons in Outer Space," ResearchGate, 11th International Conference on Cyber Conflict: Silent Battle [https://www.researchgate.net/publication/334422193\_The\_Cyber-ASAT\_On\_the\_Impact\_of\_Cyber\_Weapons\_in\_Outer\_Space accessed 12/10/21](https://www.researchgate.net/publication/334422193_The_Cyber-ASAT_On_the_Impact_of_Cyber_Weapons_in_Outer_Space%20accessed%2012/10/21)]Adam

A. Limited Accessibility

Space is difficult. Over 60 years have passed since the first Sputnik launch and only nine countries (ten including the EU) have orbital launch capabilities. Moreover, a launch programme alone does not guarantee the resources and precision required to operate a meaningful ASAT capability. Given this, one possible reason why space wars have not broken out is simply because only the US has ever had the ability to fight one [21, p. 402], [22, pp. 419–420].

Although launch technology may become cheaper and easier, it is unclear to what extent these advances will be distributed among presently non-spacefaring nations. Limited access to orbit necessarily reduces the scenarios which could plausibly escalate to ASAT usage. Only major conflicts between the handful of states with ‘space club’ membership could be considered possible flashpoints. Even then, the fragility of an attacker’s own space assets creates de-escalatory pressures due to the deterrent effect of retaliation. Since the earliest days of the space race, dominant powers have recognized this dynamic and demonstrated an inclination towards de-escalatory space strategies [23].

B. Attributable Norms

There also exists a long-standing normative framework favouring the peaceful use of space. The effectiveness of this regime, centred around the Outer Space Treaty (OST), is highly contentious and many have pointed out its serious legal and political shortcomings [24]–[26]. Nevertheless, this status quo framework has somehow supported over six decades of relative peace in orbit.

Over these six decades, norms have become deeply ingrained into the way states describe and perceive space weaponization. This de facto codification was dramatically demonstrated in 2005 when the US found itself on the short end of a 160-1 UN vote after opposing a non-binding resolution on space weaponization. Although states have occasionally pushed the boundaries of these norms, this has typically occurred through incremental legal re-interpretation rather than outright opposition [27]. Even the most notable incidents, such as the 2007-2008 US and Chinese ASAT demonstrations, were couched in rhetoric from both the norm violators and defenders, depicting space as a peaceful global commons [27, p. 56]. Altogether, this suggests that states perceive real costs to breaking this normative tradition and may even moderate their behaviours accordingly.

One further factor supporting this norms regime is the high degree of attributability surrounding ASAT weapons. For kinetic ASAT technology, plausible deniability and stealth are essentially impossible. The literally explosive act of launching a rocket cannot evade detection and, if used offensively, retaliation. This imposes high diplomatic costs on ASAT usage and testing, particularly during peacetime.

C. Environmental Interdependence

A third stabilizing force relates to the orbital debris consequences of ASATs. China’s 2007 ASAT demonstration was the largest debris-generating event in history, as the targeted satellite dissipated into thousands of dangerous debris particles [28, p. 4]. Since debris particles are indiscriminate and unpredictable, they often threaten the attacker’s own space assets [22, p. 420]. This is compounded by Kessler syndrome, a phenomenon whereby orbital debris ‘breeds’ as large pieces of debris collide and disintegrate. As space debris remains in orbit for hundreds of years, the cascade effect of an ASAT attack can constrain the attacker’s long-term use of space [29, pp. 295– 296]. Any state with kinetic ASAT capabilities will likely also operate satellites of its own, and they are necessarily exposed to this collateral damage threat. Space debris thus acts as a strong strategic deterrent to ASAT usage.

#### It's 100 years away - blue

Chelsea **MuñOz-Patchen, 19** - ("Regulating the Space Commons: Treating Space Debris as Abandoned Property in Violation of the Outer Space Treaty," University of Chicago, 2019, 12-6-2021, https://cjil.uchicago.edu/publication/regulating-space-commons-treating-space-debris-abandoned-property-violation-outer-space)//AW

Debris poses a threat to functioning space objects and astronauts in space, and may cause damage to the earth’s surface upon re-entry.29 Much of the small debris cannot be tracked due to its size and the velocity at which it travels, making it impossible to anticipate and maneuver to avoid collisions.30 To remain in orbit, debris must travel at speeds of up to 17,500 miles per hour.31 At this speed even very small pieces of debris can cause serious damage, threatening a spacecraft and causing expensive damage.32 There are millions of these very small pieces, and thousands of larger ones.33 The small-to-medium pieces of debris “continuously shed fragments like lens caps, booster upper stages, nuts, bolts, paint chips, motor sprays of aluminum particles, glass splinters, waste water, and bits of foil,” and may stay in orbit for decades or even centuries, posing an ongoing risk.34 Debris ten centimeters or larger in diameter creates the likelihood of complete destruction for any functioning satellite with which it collides.35 Large nonfunctional objects remaining in orbit are a collision threat, capable of creating huge amounts of space debris and taking up otherwise useful orbit space.36 This issue is of growing importance as more nations and companies gain the ability to launch satellites and other objects into space.37 From February 2009 through the end of 2010, more than thirty-two collision-avoidance maneuvers were reportedly used to avoid debris by various space agencies and satellite companies, and as of March 2012, the crew of the International Space Station (ISS) had to take shelter three times due to close calls with passing debris.38 These maneuvers require costly fuel usage and place a strain on astronauts.39 Furthermore, the launches of some spacecraft have “been delayed because of the presence of space debris in the planned flight paths.”40 In 2011, Euroconsult, a satellite consultant, projected that there would be “a 51% increase in satellites launched in the next decade over the number launched in the past decade.”41 In addition to satellites, the rise of commercial space tourism will also increase the number of objects launched into space and thus the amount of debris.42 The more objects are sent into space, and the more collisions create cascades of debris, the greater the risk of damage to vital satellites and other devices relied on for “weather forecasting, telecommunications, commerce, and national security.”43 The Space Debris Mitigation Guidelines44 were created by UNCOPUOS with input from the IADC and adopted in 2007.45 The guidelines were developed to address the problem of space debris and were intended to “increase mutual understanding on acceptable activities in space.”46 These guidelines are nonbinding but suggest best practices to implement at the national level when planning for a launch. Many nations have adopted the guidelines to some degree, and some have gone beyond what the guidelines suggest.47 While the guidelines do not address existing debris, they do much to prevent the creation of new debris. The Kessler Syndrome is the biggest concern with space debris. The Kessler Syndrome is a cascade created when debris hits a space object, creating new debris and setting off a chain reaction of collisions that eventually closes off entire orbits.48 The concern is that this cascade will occur when a tipping point is reached at which the natural removal rate cannot keep up with the amount of new debris added.49 At this point a collision could set off a cascade destroying all space objects within the orbit.50 In 2011, The National Research Council predicted that the Kessler Syndrome could happen within ten to twenty years.51 Donald J. Kessler, the astrophysicist and NASA scientist who theorized the Kessler Syndrome in 1978, believes this cascade may be a century away, meaning that there is still time to develop a solution.52

### 1NC---AT: Colonialism

#### 1---Cap sustainable---profit motive drives tech innovation and makes resources infinite---only way to solve environmental collapse and extinction.

McAfee 19—cofounder and codirector of the MIT Initiative on the Digital Economy at the MIT Sloan School of Management, former professor at Harvard Business School and fellow at Harvard’s Berkman Center for Internet and Society (Andrew, “Looking Ahead: The World Cleanses Itself This Way,” *More from Less: The Surprising Story of How We Learned to Prosper Using Fewer Resources—and What Happens Next*, Chapter 14, pg 278-292, Kindle, dml)

As today’s poor countries get richer, their institutions will improve and most will eventually go through what Ricardo Hausmann calls "the capitalist makeover of production." This makeover doesn't enslave people, nor does it befoul the earth. As today’s poor get richer, they'll consume more, but they'll also consume much differently from earlier generations. They won't read physical newspapers and magazines. They'll get a great deal of their power from renewables and (one hopes) nuclear because these energy sources will be the cheapest. They’ll live in cities, as we saw in chapter 12; in fact, they already are. They'll be less likely to own cars because a variety of transportation options will be only a few taps away. Most important, they'll come up with ideas that keep the growth going, and that benefit both humanity and the planet we live on. Predicting exactly how technological progress will unfold is much like predicting the weather: feasible in the short term, but impossible over a longer time. Great uncertainty and complexity prevent precise forecasts about, for example, the computing devices we’ll be using thirty years from now or the dominant types of artificial intelligence in 2050 and beyond. But even though we can't predict the weather long term, we can accurately forecast the climate. We know how much warmer and sunnier it will be on average in August than in January, for example, and we know that global average temperatures will rise as we keep adding greenhouse gases to the atmosphere. Similarly, we can predict the "climate" of future technological progress by starting from the knowledge that it will be heavily applied in the areas where it can affect capitalism the most. As we've seen over and over, tech progress supplies opportunities to trim costs (and improve performance) via dematerialization, and capitalism provides the motive to do so. As a result, the Second Enlightenment will continue as we move deeper into the twenty-first century. I'm confident that it will accelerate as digital technologies continue to improve and multiply and global competition continues to increase. We’ll see some of the most striking examples of slim, swap, evaporate, and optimize in exactly the places where the opportunities are biggest. Here are a few broad predictions, spanning humanity's biggest industries. Manufacturing. Complex parts will be made not by the techniques developed during the Industrial Era, but instead by three- dimensional printing. This is already the case for some rocket engines and other extremely expensive items. As 3-D printing improves and becomes cheaper, it will spread to automobile engine blocks, manifolds and other complicated arrangements of pipes, airplane struts and wings, and countless other parts. Because 3-D printing generates virtually no waste and doesn't require massive molds, it accelerates dematerialization. We'll also be building things out of very different materials from what we're using today. We're rapidly improving our ability to use machine learning and massive amounts of computing power to screen the huge number of molecules available in the world. Well use this ability to determine which substances would be best for making flexible solar panels, more efficient batteries, and other important equipment. Our search for the right materials to use has so far been slow and laborious. That's about to change. So is our ability to understand nature's proteins, and to generate new ones. All living things are made out of the large biomolecules known as proteins, as are wondrous materials such as spiders' silk. The cells in our bodies are assembly lines for proteins, but we currently understand little about how these assembly lines work—how they fold a two-dimensional string of amino acids into a complicated 3-D protein. But thanks to digital tools, we're learning quickly. In 2018, as part of a contest, the AlphaFold software developed by Google DeepMind correctly guessed the structure of twenty-five out of forty-three proteins it was shown; the second-place finisher guessed correctly three times. DeepMind cofounder Demis Hassabis says, "We [haven't] solved the protein-folding problem, this is just a first step... but we have a good system and we have a ton of ideas we haven't implemented yet." As these good ideas accumulate, they might well let us make spider-strength materials. Energy. One of humanity's most urgent tasks in the twenty-first century is to reduce greenhouse gas emissions. Two ways to do this are to become more efficient in using energy and, when generating it, to shift away from carbon-emitting fossil fuels. Digital tools will help greatly with both. Several groups have recently shown that they can combine machine learning and other techniques to increase the energy efficiency of data centers by as much as 30 percent. This large improvement matters for two reasons. First, data centers are heavy users of energy, accounting for about 1 percent of global electricity demand. So efficiencies in these facilities help. Second, and more important, these gains indicate how much the energy use of all our other complicated infrastructures— everything from electricity grids to chemical plants to steel mills—can be trimmed. All are a great deal less energy efficient than they could be. We have both ample opportunity and ample incentive now to improve them. Both wind and solar power are becoming much cheaper, so much so that in many parts of the world they're now the most cost-effective options, even without government subsidies, for new electrical generators. These energy sources use virtually no resources once they're up and running and generate no greenhouse gases; they're among the world champions of dematerialization. In the decades to come they might well be joined by nuclear fusion, the astonishingly powerful process that takes place inside the sun and other stars. Harnessing fusion has been tantalizingly out of reach for more than half a century—the old joke is that it's twenty years away and always will be. A big part of the problem is that it's hard to control the fusion reaction inside any human- made vessel, but massive improvements in sensors and computing power are boosting hope that fusion power might truly be only a generation away.

#### ---Physical limits aren’t absolute---laundry list of warrants.

Bailey 18 [Ronald; February 16; B.A. in Economics from the University of Virginia, member of the Society of Environmental Journalists and the American Society for Bioethics and Humanities, citing a compilation of interdisciplinary research; Reason, “Is Degrowth the Only Way to Save the World?” https://reason.com/2018/02/16/is-degrowth-the-only-way-to-save-the-wor; RP]

Unless us folks in rich countries drastically reduce our material living standards and distribute most of what we have to people living in poor countries, the world will come to an end. Or at least that's the stark conclusion of a study published earlier this month in the journal Nature Sustainability. The researchers who wrote it, led by the Leeds University ecological economist Dan O'Neill, think the way to prevent the apocalypse is "degrowth."

Vice, pestilence, war, and "gigantic inevitable famine" were the planetary boundaries set on human population by the 18th-century economist Robert Thomas Malthus. The new study gussies up old-fashioned Malthusianism by devising a set of seven biophysical indicators of national environmental pressure, which they then link to 11 indicators of social outcomes. The aim of the exercise is to concoct a "safe and just space" for humanity.

Using data from 2011, the researchers calculate that the annual per capita boundaries for the world's 7 billion people consist of the emission of 1.6 tons of carbon dioxide per year and the annual consumption of 0.9 kilograms of phosphorus, 8.9 kilograms of nitrogen, 574 cubic meters of water, 2.6 tons of biomass (crops and wood), plus the ecological services of 1.7 hectares of land and 7.2 tons of material per person.

On the social side, meanwhile, the researchers say that life satisfaction in each country should exceed 6.5 on the 10-point Cantril scale, that healthy life expectancy should average at least 65 years, and that nutrition should be over 2,700 calories per day. At least 95 percent of each country's citizens must have access to good sanitation, earn more than $1.90 per day, and pass through secondary school. Ninety percent of citizens must have friends and family they can depend on. The threshold for democratic quality must exceed 0.8 on an index scale stretching from -1 to +1, while the threshold for equality is set at no higher than 70 on a Gini Index where 0 represents perfect equality and 100 implies perfect inequality. They set the threshold for percent of labor force employed at 94 percent.

So how does the U.S. do with regard to their biophysical boundaries and social outcomes measures? We Americans transgress all seven of the biophysical boundaries. Carbon dioxide emissions stand at 21.2 tons per person; we each use an average of 7 kilograms of phosphorus, 59.1 kilograms of nitrogen, 611 cubic meters of water, and 3.7 tons of biomass; we rely on the ecological services of 6.8 hectares of land and 27.2 tons of material. Although the researchers urge us to move "beyond the pursuit of GDP growth to embrace new measures of progress," it is worth noting that U.S. GDP is $59,609 per capita.

On the other hand, those transgressions have provided a pretty good life for Americans. For example, life satisfaction is 7.1; healthy life expectancy is 69.7 years; and democratic quality stands at 0.8 points. The only two social indicators we just missed on were employment (91 percent) and secondary education (94.7 percent).

On the other hand, our hemisphere is home to one paragon of sustainability—Haiti. Haitians breach none of the researchers' biophysical boundaries. But the Caribbean country performs abysmally on all 11 social indicators. Life satisfaction scores at 4.8; healthy life expectancy is 52.3 years; and Haitians average 2,105 calories per day. The country tallies -0.9 on the democratic quality index. Haiti's GDP is $719 per capita.

Other near-sustainability champions include Malawi, Nepal, Myanmar, and Nicaragua. All of them score dismally on the social indicators, and their GDPs per capita are $322, $799, $1,375, and $2,208, respectively.

The country that currently comes closest to the researchers' ideal of remaining within its biophysical boundaries while sufficient social indicators is…Vietnam. For the record, Vietnam's per capita GDP is $2,306.

"Countries with higher levels of life satisfaction and healthy life expectancy also tend to transgress more biophysical boundaries," the researchers note. A better way to put this relationship is that more wealth and technology tend to make people happier, healthier, and freer.

O'Neill and his unhappy team fail drastically to understand how human ingenuity unleashed in markets is already well on the way toward making their supposed planetary boundaries irrelevant. Take carbon dioxide emissions: Supporters of renewable energy technologies say that their costs are already or will soon be lower than those of fossil fuels. Boosters of advanced nuclear reactors similarly argue that they can supply all of the carbon-free energy the world will need. There's a good chance that fleets of battery-powered self-driving vehicles will largely replace private cars and mass transit later in this century.

Are we about to run out of phosphorous to fertilize our crops? Peak phosphorus is not at hand. The U.S. Geological Survey (USGS) reports that at current rates of mining, the world's known reserves will last 266 years. The estimated total resources of phosphate rock would last over 1,140 years. "There are no imminent shortages of phosphate rock," notes the USGS. With respect to the deleterious effects that using phosphorus to fertilize crops might have outside of farm fields, researchers are working on ways to endow crops with traits that enable them to use less while maintaining yields.

O'Neill and his colleagues are also concerned that farmers are using too much nitrogen fertilizer, which runs off fields into the natural environment and contributes to deoxygenated dead zones in the oceans, among other ill effects. This is a problem, but one that plant breeders are already working to solve. For example, researchers at Arcadia Biosciences have used biotechnology to create nitrogen-efficient varieties of staples like rice and wheat that enable farmers to increase yields while significantly reducing fertilizer use. Meanwhile, other researchers are moving on projects to engineer the nitrogen fixation trait from legumes into cereal crops. In other words, the crops would make their own fertilizer from air.

Water? Most water is devoted to the irrigation of crops; the ongoing development of drought-resistant and saline-tolerant crops will help with that. Hectares per capita? Humanity has probably already reached peak farmland, and nearly 400 million hectares will be restored to nature by 2060—an area almost double the size of the United States east of the Mississippi River. In fact, it is entirely possible that most animal farming will be replaced by resource-sparing lab-grown steaks, chops, and milk. Such developments in food production undermine the researchers' worries about overconsumption of biomass.

And humanity's material footprint is likely to get smaller too as trends toward further dematerialization take hold. The price system is a superb mechanism for encouraging innovators to find ways to wring ever more value out less and less stuff. Rockefeller University researcher Jesse Ausubel has shown that this process of absolute dematerialization has already taken off for many commodities.

After cranking their way through their models of doom, O'Neill and his colleagues lugubriously conclude: "If all people are to lead a good life within planetary boundaries, then the level of resource use associated with meeting basic needs must be dramatically reduced." They are right, but they are entirely backward with regard to how to achieve those goals. Economic growth provides the wealth and technologies needed to lift people from poverty while simultaneously lightening humanity's footprint on the natural world. Rather than degrowth, the planet—and especially its poor people—need more and faster economic growth.

**2---Extinction’s inevitable---only growth can sustain colonization and solve extinction.**

**Skran 16** (Dale Skran is Executive Vice President of the National Space Society and a member of the Board of Directors of the Alliance for Space Development. “Settling space is the only sustainable reason for humans to be in space,” <http://www.thespacereview.com/article/2915/1>) -rehighlighted rahul

As robotic and artificial intelligence technologies improve and enable increasingly robust exploration without a human presence, eventually there will be only one sustainable reason for humans to be in space: **settlement**. Research into the recycling technology required for long-term off-Earth settlements **will directly benefit terrestrial sustainability**. Actively working toward developing and settling space will make available mineral and energy resources **for use on Earth on a vast scale**. Finally, space settlement offers the hope of long-term species survival that remaining on Earth does not. There are more than seven billion people on the Earth today. No rational space settlement advocate suggests that any significant portion of that population, or even of those who are rich, will be moving to Mars or anywhere else in space. However, a recent essay by Astro Teller, head of Google X Labs, and his wife Danielle, a physician and researcher takes the bold position that “It’s completely ridiculous to think that humans could live on Mars.” This essay, published by Quartz, repeats with little examination some of the hoariest arguments against space settlement. To support this view, the Tellers quote their 12-year-old daughter: “I can’t stand that people think we’re all going to live on Mars after we destroy our own planet.” This quote contains two mischaracterizations that demand refutation: that “we are all” going to live in space and that we are going to live in space after we destroy Earth. Another canard that has long floated about was given form by the recent film Elysium starring Matt Damon: the rich will leave the poor on the Earth and escape to space settlements. Upon examination, **all three of these ideas are strawmen.** There are more than seven billion people on the Earth today. No rational space settlement advocate suggests that any significant portion of that population, or even of those who are rich, will be moving to Mars or anywhere else in space. Instead, we expect that relatively small numbers of highly qualified individuals, or those who are deeply dedicated to living in space, would form the first settlements. Over a significant period of time, thousands more from the Earth would join those settlements as they become increasingly self-sufficient. Over more time, various possible niches for settlement (Moon, Mars, asteroids, free space, etc.) will be occupied, and eventually **the population in space will total many millions**, most of whom will have been born in space. So why then do Elon Musk, Stephen Hawking, and many others, including organizations like the National Space Society (NSS) and Alliance for Space Development, believe strongly that space settlement is essential to human survival? Although this may seem surprising, **the Earth is not a “safe space.”** The destiny of virtually all species on Earth is extinction in a relatively short span of geologic time. The Tellers claim that “we live on a planet that is perfect for us.” This statement is both completely true and total nonsense. We fit well on the Earth because we have evolved over millions of years to become creatures that are both adapted to live here and to like living here. It is truer to say that we are perfect for the Earth than the reverse. In fact, the Earth is not such a commodious place. **It is subject to periodic calamities** of various sorts, ranging from massive asteroid and comet impacts to titanic volcanic eruptions, and from periodic ice ages to disastrous solar flares. In the short run, the Earth seems balmy and comfortable. Viewed from the perspective of deep time, **it starts to look more like a death trap, bedeviled by regular mass extinctions**. However, **things are actually quite a bit worse**. Although there are many potentially bad things that might happen to the human race on the Earth from natural sources, there are many more from unnatural sources. **We have been dancing with nuclear disaster for a long time.** An apocalyptic atomic war is not inevitable, but it is possible. Add to this scenario the **genetically engineered killer virus**, “**gray goo**,” a **robot revolt**, **and other horrors as yet undreamt**, and the odds against human survival get longer. Hence, the need to abandon the fiction of Earth as our eternal and unchanging perfect home and to appreciate both the need for, and promise of, space settlement. **Not** **so** **the rich can escape** to an Elysium in the sky, or so we can all leave behind a polluted and overheated Earth, **but** simply **so that the human** **species** and human culture has a chance at surviving and flourishing **in the long term.** The Tellers believe that sustainability on the Earth has no relationship to what we do in space, but the same technologies that enable deep space settlement will have a profound impact on terrestrial sustainability. The Tellers write, “We haven’t even colonized the Sahara desert, the bottom of the oceans… because it makes no economic sense.” This may be true, but it also makes no sense to settle the Sahara desert, the bottom of the oceans, or Antarctica since these locations are on the Earth, and **humans living there will not increase the probability of species survival.** Near-Earth free space settlements and lunar bases are just stepping stones to ones much further out that are quarantined from Earth by millions of kilometers of vacuum. Once the motivation of species survival is put front and center, it becomes clear that a settlement in low Earth orbit, on the Moon, at L5, or on the Martian surface **is not nearly sufficient**. What is needed is a large set of thriving communities distributed throughout the solar system, and even ultimately in the Oort Cloud surrounding the solar system proper. This vision is not a small thing. It will be the work of many generations, just as was the settling of the New World or, even earlier in history, the human diaspora out of Africa along the Asian coast to Australia and beyond. The Tellers believe that sustainability on the Earth has no relationship to what we do in space, but the same technologies that enable deep space settlement will have a profound impact on terrestrial sustainability. Space settlements, of necessity, push the limits of food production per square meter and per liter of water. Space settlement **agricultural methods can also be applied to growing food in parched California or in vertical farms in crowded urban areas**. Space settlements require humans and technology to co-exist in close proximity. This implies **an absolute minimization of pollution** and sustained recycling of all waste. Such technologies seem highly applicable to sustainability on Earth as well. We will need to provide the best possible medical care for remote space settlements, which will be far from hospitals on Earth. The technologies that make such medicine effective—“tricorders”, **telemedicine**, and so on—can also bring medical care to underdeveloped and underserved areas of the Earth. The Tellers raise the specter of “winter-over syndrome” in the Antarctic, writing that “living on Mars would be way, way more miserable than living in Antarctica,” and concluding, “Nobody wants to live there.” Although it is clear that the Tellers will not be going, the large numbers who signed up for Mars One’s sketchy settlement plans suggest that a lot of people do want to live on Mars. There are real challenges to constructing space settlements, but current Antarctic bases are not true settlements. Nobody lives there with their families, with the exception of the coastal Esperanza Base, where about ten families routinely winter over. No real effort is made to create any kind of human environment that is comfortable over a long period of time. Conditions in Antarctica might be better compared to living in a campground than a self-sustaining settlement. Additionally, the current Antarctic Treaty essentially **prevents any extraction or use of the natural resources** found there, thus making economically independent settlements infeasible. The Tellers think that, from an economic perspective, “Mars has nothing to offer in return.” Here, at least in the short run, they have a point. Let us not shy from the truth. Conditions in the early settlements in the New World were difficult at best, and the casualty rate was high. We should expect the same to hold true for early space settlements. However, **Jamestown and Plymouth gave rise to vast cities and a tamed landscape on a scale of hundreds of years.** We now bring to the table technological means that would seem magical to the Jamestown settlers. Even as difficult an environment as the Moon can be developed and settled using technology that either exists currently or is an engineering project, as one book suggests. The Tellers think that, from an economic perspective, “Mars has nothing to offer in return.” Here, at least in the short run, they have a point. Although Mars may have more of the natural resources a settlement will need than, say, the Moon, it is at the bottom of a fairly steep gravity well and, for the time being, it is not likely that there will be many Mars-to-Earth exports. However, this is like looking at the resources of the New World via a keyhole, seeing a swamp, and reporting back that there is no point in going there. It is worth keeping in mind the example of “Seward’s Folly.” The purchase of Alaska from Russia was mocked as “Seward’s icebox” and a “polar bear garden.” **At the time, the oil and mineral riches of Alaska were undiscovered** and undreamt of. **Space itself teems with valuable resources**, including continuous and abundant solar energy and mineral wealth on a scale beyond imagination just in the near Earth asteroids. Just as the Tellers were dismissing space resources as irrelevant, the US Congress was laying the legal groundwork for asteroid and lunar mining with the passage of the Commercial Space Launch Competitiveness Act, signed by President Obama on November 23, 2015. The Tellers also seem unaware that their leadership at Google, Larry Page and Eric Schmidt, are investors in the asteroid mining firm Planetary Resources. The Tellers say that “we won’t survive [on Earth] unless we learn to live in a resource neutral way.” This statement assumes that that Earth is a closed system, which it is not. The Earth is flooded daily with vast amounts of solar energy that, if exploited, could power just about any civilization we wish to maintain. **There is no technical limitation to providing continuous, carbon-free power from space solar power satellites beaming power back to the surface of the Earth anywhere it might be needed**. The main opposition to this idea derives from an unwillingness to consider centralized power systems on **ideological grounds**, combined with the unexpected reality of very cheap natural gas today. Even the most conservative consideration of near-Earth asteroid resources suggests that **there is no reason to view the Earth as a closed system to which nothing can be added.** The time for the settlement of Mars will come, but first we need to build on our success in developing the resources of Earth orbit, in the form of navigation, Earth observation, communication, and weather satellites, by fully developing the economic potential of the Earth-Moon system. Space settlements must flow out of the development of the economic resources of space if they are to be sustainable in the long term. The NSS has developed a complete description of milestones toward the development of space settlements. In view of the above, Astro Teller was probably right to turn down the “space cadet” who wanted Google X to spend money on Mars settlement. But wait—Google is doing exactly that. A key first step toward space settlement is ensuring a gapless transition from the existing International Space Station to commercially owned and operated LEO space stations as described in the NSS position paper “Next Generation Space Stations.” Next will come the development of the resources of the Moon and neaby asteroids leading to the creation of a self-sustaining Earth-Moon economy. Once we have established an asteroid-Earth-Moon economy that makes the resources found in this region fully available for projects ranging from the construction of solar power satellites to fueling future Mars missions, trips to Mars will be far less of a reach than they are today. In view of the above, Astro Teller was probably right to turn down the “space cadet” who wanted Google X to spend money on Mars settlement. Currently Google’s money would be better spent in low Earth orbit, among the asteroids, and on the Moon, joining forces with the growing number of entrepreneurs seeking their fortunes in space. But wait—Google is doing exactly that by sponsoring the Google Lunar X PRIZE to encourage private groups to send landers to the Moon, and investing $900 million in Elon Musk’s SpaceX. Given that corporate Google (now Alphabet) has just made a massive investment in a company founded to settle Mars, the Tellers’ essay sounds a bit like sour grapes. In any case, the Tellers are completely wrong in their disregard of the potential economic benefits of space development and the underlying motivation for space settlement.

#### 3---COVID ensures transition from decentralized markets to central organization---shields links, ensures sustainability---alt ensures global civil war

Dalio 20 (Ray Dalio is a M.B.A. from Harvard Business School, founded Bridgewater Associates. “Ray Dalio: We must reform capitalism, not abandon it.” 5-15-20. https://www.cnn.com/2020/05/15/perspectives/ray-dalio-capitalism/index.html)

The economic world order is changing whether we like it or not. You can see it happening as people and companies around the world are losing income and savings, and central banks and governments are providing them money to try to compensate for those losses. And you can see it as the free market is no longer determining the allocation of capital — governments are.

Central governments and central banks are now creating trillions in money and credit and directing it to those they want to receive it. This will soon be followed by a debate, perhaps even a fight, about where this money should come from and who should have what in the new world. Such controls of spending and the ensuing political conflicts over it have occurred many times in history, especially when severe economic and financial downturns were accompanied by high levels of indebtedness and large wealth gaps. History has taught us that these conflicts take place both within and between countries. How these conflicts are resolved will determine whether the economic pie will grow and be divided well or contract and be divided through fighting.

Chances are that the new system we end up with will be significantly different from the capitalist system that we've gotten used to.

These sorts of changes to the world order have taken place many times in history, most recently between 1930 and 1945, in periods characterized by intensifying divisions over the best approach for divvying up wealth and power — and over which economic and political system is most effective at doing so. For example, in the transition from the Roaring 1920s to the depressing 1930-1945 period, we saw relatively capitalist and democratic systems shift to systems that were more redistributive of wealth and more autocratic. Such systems included communism (extreme redistribution of wealth with autocratic political controls such as in Russia), fascism (autocratic control of both the economy and politics such as in Germany, Japan, Italy and Spain) and democratic socialism (more moderate wealth redistributions and more moderate moves toward top-down control that existed within democracies such as those in the United States and the United Kingdom). Under the pressure of such stress tests, some societies bend (e.g., the capitalist and democratic systems in the United Kingdom during the 1930s) and others break (e.g., Germany, Japan, Italy and Spain all abandoned their systems in favor of autocracy). Most countries in the world are now under that kind of stress.

As the current crisis unfolds, we should remember that throughout history, capitalism has proven to be the best system, though it can sometimes be highly flawed. It is typically best when it comes to allocating resources and raising a society's productivity and living standards because of how profit-making works. Very simply, if the value of a product is greater than the value of the resources used to produce it, it will be profitable and that endeavor will gain more resources. If the value of a product is less than the cost of the resources used to produce it, it will lose money and that endeavor will shut down. The system also financially rewards individuals who come up with products that people want and, if they can do that, it provides them with capital from investors who risk their own money based on their assessments of the economic merits of these ideas.

While this profit-making capitalism has worked well in this way, it has also been intolerably imperfect in providing equal opportunity. It has failed to deliver people equal opportunities to be productive if they can be and to take care of the basic needs of people who can't be. It also doesn't create limits on how bad people's living conditions can be or on how decadent spending can be. To me, most tragically, it allows vast numbers of children to grow up in environments of violent squalor, which is both economically and socially bad. It is economically bad because the costs of having large numbers of unproductive people are enormous compared to the benefits of having productive people. And it is socially bad because a system that doesn't provide equal opportunity can't be considered fair — and unfair systems eventually lead to disruptive social conflicts.

To be clear, I'm not saying that there should be laws restricting how people spend their money, because I don't believe there should be. But I am saying that such huge gaps in spending and living conditions are threatening the existence of our system. It is for these reasons that I believe we need to reform capitalism, not abandon it.

To make society work better, the new system must both increase the size of the pie and divide it well. Our ability to consume is dependent on our ability to produce, not the amount of money we get in the mail. You can't eat money. Somebody must get paid to produce and deliver what we consume. And we can't raise our living standards by just giving people money — they need to be incentivized to produce, and that must be done cost-effectively through some system that is not administered from the top. Most fundamentally, that system must strive to provide 1) equal opportunity to all those who have the potential to produce (because that is both most fair and most productive) and 2) basic needs to those who are unable to (because that is humane and what is fundamentally needed to have a good community).

Can't we all — capitalists, socialists, Republicans and Democrats — agree on that? Can't we all agree that whatever system we have, it must do a great job of both increasing the size of the pie and dividing it well?

If we can agree that these things are essential because the alternatives are terrible, then people of different ideologies will be more civil with each other and more willing to work through their disagreements thoughtfully so that we can achieve agreement for the good of the whole. We must figure out how to do that in a collaborative and skilled way. If we can't do that, we will have a civil war of some form that will tragically tear us apart and shrink the pie for everyone.

#### Cap solves---

#### 1---War.

Mousseau 19—Professor in the School of Politics, Security, and International Affairs at the University of Central Florida (Michael, “The End of War: How a Robust Marketplace and Liberal Hegemony Are Leading to Perpetual World Peace,” International Security, Volume 44, Issue 1, Summer 2019, p.160-196, dml)

Is war becoming obsolete? There is wide agreement among scholars that war has been in sharp decline since the defeat of the Axis powers in 1945, even as there is little agreement as to its cause.1 Realists reject the idea that this trend will continue, citing states' concerns with the “security dilemma”: that is, in anarchy states must assume that any state that can attack will; therefore, power equals threat, and changes in relative power result in conflict and war.2 Discussing the rise of China, Graham Allison calls this condition “Thucydides's Trap,” a reference to the ancient Greek's claim that Sparta's fear of Athens' growing power led to the Peloponnesian War.3

This article argues that there is no Thucydides Trap in international politics. Rather, the world is moving rapidly toward permanent peace, possibly in our lifetime. Drawing on economic norms theory,4 I show that what sometimes appears to be a Thucydides Trap may instead be a function of factors strictly internal to states and that these factors vary among them. In brief, leaders of states with advanced market-oriented economies have foremost interests in the principle of self-determination for all states, large and small, as the foundation for a robust global marketplace. War among these states, even making preparations for war, is not possible, because they are in a natural alliance to preserve and protect the global order. In contrast, leaders of states with weak internal markets have little interest in the global marketplace; they pursue wealth not through commerce, but through wars of expansion and demands for tribute. For these states, power equals threat, and therefore they tend to balance against the power of all states. Fearing stronger states, however, minor powers with weak internal markets tend to constrain their expansionist inclinations and, for security reasons, bandwagon with the relatively benign market-oriented powers.

I argue that this liberal global hierarchy is unwittingly but systematically buttressing states' embrace of market norms and values that, if left uninterrupted, is likely to culminate in permanent world peace, perhaps even something close to harmony. My argument challenges the realist assertion that great powers are engaged in a timeless competition over global leadership, because hegemony cannot exist among great powers with weak markets; these inherently expansionist states live in constant fear and therefore normally balance against the strongest state and its allies.5 Hegemony can exist only among market-oriented powers, because only they care about global order. Yet, there can be no competition for leadership among market powers, because they always agree with the goal of their strongest member (currently the United States) to preserve and protect the global order based on the principle of self-determination. If another commercial power, such as a rising China, were to overtake the United States, the world would take little notice, because the new leading power would largely agree with the global rules promoted and enforced by its predecessor. Vladimir Putin's Russia, on the other hand, seeks to create chaos around the world. Most other powers, having market-oriented economies, continue to abide by the hegemony of the United States despite its relative economic decline since the end of World War II.6

To support my theory that domestic factors determine states' alignment decisions, I analyze the voting preferences of members of the United Nations General Assembly from 1946 to 2010. I find that states with weak internal markets tend to disagree with the foreign policy preferences of the largest market power (i.e., the United States), but more so if they are major powers or have stronger rather than weaker military and economic capabilities. The power of states with robust internal markets, in contrast, appears to have no effect on their foreign policy preferences, as market-oriented states align with the market leader regardless of their power status or capabilities. I corroborate that this pattern may be a consequence of states' interest in the global market order by finding that states with higher levels of exports per capita are more likely than other states to have preferences aligned with those of the United States; those with lower levels of exports are more likely to have interests that do not align with the United States, but again more so if they are stronger rather than weaker.

Liberal scholars of international politics have long offered explanations for why the incidence of war may decline, generally beginning with the assumption that although the security dilemma exists, it can be overcome with the help of factors external to states.7 Neoliberal institutionalists treat states as like units and international organization as an external condition.8 Trade interdependence is dyadic and thus an external condition.9 Democracy is an internal factor, but theories of democratic peace have an external dimension: peace is the result of the expectations of states' behavior informed by the images that leaders create of each other's regime types.10 In contrast, I show that the security dilemma may not exist at all and how peace can emerge in anarchy with states pursuing their interests determined entirely by internal factors.11

#### 2---Cap is key to incentivize telomere research

Suennen, 10 -- co-founder of CSweetener, a women's healthcare mentoring organization

[Lisa, "A Cure for the Common Birthday," Venture Valkyrie, 12-5-2010, https://venturevalkyrie.com/a-cure-for-the-common-birthday/, accessed 10-4-2020]

Clearly, financing a solution to this particular market need would be the ne plus ultra of healthcare venture capital investments. Dave Barry, one of my favorite writers, once referred to this most supreme of healthcare opportunities by saying, “Thanks to modern medical advances such as antibiotics, nasal spray, and Diet Coke, it has become routine for people in the civilized world to pass the age of 40, sometimes more than once.”

In fact, there are many medical enterprises focused on reducing the effects of aging, particularly the external manifestations. In my 12 years in venture capital I have seen deals that lift faces, restore hair, whiten teeth and return boobs to their original out-of-the-box condition. These products are all designed to create the illusion of turning back time, although, of course, they do not actually set your clock to running backwards Benjamin Button-style.

But, hold your dentures, a group of scientists at the Dana-Farber Cancer Institute in Boston have discovered a scientific method of reversing the aging process, at least in mice. In other words, they were able to take mice that had been prematurely aged (probably as a result of excessive exposure to the venture capital fund-raising process) and to actually turn back their biological clocks in a manner that restored the physical manifestations of young mice, including: revitalization of dormant brain stem cells, increased functioning of key bodily organs, restoration of sense of smell, restored fertility, and a marked ability to appreciate hip hop music. Ok, that last one isn’t true, but the others are. A little bit of scientific super-juice (targeted estrogen) and these Harvard-educated laboratory mice transformed from Mickey Mouse to Speedy Gonzales.

In a report posted online by the journal Nature in advance of print publication of the full article, researchers led by Ronald A. DePinho, MD, said they achieved the milestone in aging science by engineering mice with a controllable telomerase gene. According to the article, the telomerase enzyme maintains the protective caps called telomeres that shield the ends of chromosomes so that the genes inside them don’t unravel.

The article also explains that reduced telomerase results in loss of telomeres, which sends a cascade of signals that cause cells to stop dividing or self-destruct, stem cells to go into retirement, organs to atrophy, and brain cells to die. As humans age, low levels of telomerase are associated with progressive erosion of telomeres, which are believed to lead to tissue degeneration and functional decline as we age.

By creating mice with a switch to monitor the presence of telomerase, the researchers were able to generate prematurely aged mice, which had atrophied organs and testes, reduced brain capacity, and a host of other challenges as a result of eroded telomerase. Supposedly, the mice were the equivalent of 80-year-old humans, and the researchers said they were at death’s door (or at least heading there on their way from the 5:00 pm Early Bird special in Fort Lauderdale). The scientists then used a chemical “switch” to reactivate the telomerase in the animals to determine if that would restore their telomeres and thus mitigate the signs and symptoms of aging. And, by God, it worked! It all sounds very Dorian Gray (somewhere at Harvard there are little tiny mouse holes stacked with portraits of very old-looking mice).

According to researcher DePinho, these results may provide new avenues for regenerative medicine, because they suggest that dormant adult stem cells in severely aged tissues have the capacity for reincarnation. He stated, “If you can remove the underlying damage and stresses that drive the aging process and cause stem cells to go into growth arrest, you may be able to recruit them back into a regenerative response to rejuvenate tissues and maintain health in the aged,” he said. “Those stresses include the shortening of telomeres over time that causes cells and tissues to fail.” Well whaddya know, Cher, you can turn back time.

According to DePinho, this research is potentially promising for humans because previous research shows that people with longer telomeres in their blood cells have an increased number of healthy years beyond the age of 60. Conversely, people over the age of 60 who have the shortest telomeres display higher rates of diabetes, cardiovascular disease and Alzheimer’s.

Now we’re talking. This suggests an opportunity ultimately to create products focused not on camouflaging age, but on actually reversing it, fountain of youth style. Hopefully sometime in the not-too-distant future, we venture capitalists might be seeing companies that have figured out how to productize a method for increasing telomere production coupled with a commercially viable estrogen-fueled cocktail to deliver it. No doubt we will be watching the clinical trials on a future season of the Housewives of Beverly Hills.

#### Telomere erosion causes extinction

Ravilious, 4 – PhD, National Geographic science journalist; citing Reinhard Stindl of the Vienna Institute of Medical Biology

[Kate, published in National Geographic, New Scientist, The Economist, The Guardian, "The Final Countdown," 4-8-4, www.guardian.co.uk/education/2004/apr/08/science.highereducation, accessed 2-24-11]

Every species seems to come and go. Some last longer than others, but nothing lasts forever. Humans are a relatively recent phenomenon, jumping out of trees and striding across the land around 200,000 years ago. Will we persist for many millions of years to come, or are we headed for an evolutionary makeover, or even extinction? According to Reinhard Stindl, of the Institute of Medical Biology in Vienna, the answer to this question could lie at the tips of our chromosomes. In a controversial new theory he suggests that all eukaryotic species (everything except bacteria and algae) have an evolutionary "clock" that ticks through generations, counting down to an eventual extinction date. This clock might help to explain some of the more puzzling aspects of evolution, but it also overturns current thinking and even questions the orthodoxy of Darwin's natural selection. For over 100 years, scientists have grappled with the cause of "background" extinction. Mass extinction events, like the wiping out of dinosaurs 65m years ago, are impressive and dramatic, but account for only around 4% of now extinct species. The majority slip away quietly and without any fanfare. Over 99% of all the species that ever lived on Earth have already passed on, so what happened to the species that weren't annihilated during mass extinction events? Charles Darwin proposed that evolution is controlled by "survival of the fittest". Current natural selection models imply that evolution is a slow and steady process, with continuous genetic mutations leading to new species that find a niche to live in, or die. But digging through the layers of rock, palaeontologists have found that evolution seems to go in fits and starts. Most species seem to have long stable periods followed by a burst of change: not the slow, steady process predicted by natural selection. Originally scientists attributed this jagged pattern to the imperfections of the fossil record. But in recent years more detailed studies have backed up the idea that evolution proceeds in fits and starts. The quiet periods in the fossil record where evolution seems to stagnate are a big problem for natural selection: evolution can't just switch on and off. Over 20 years ago the late Stephen Jay Gould suggested internal genetic mechanisms could regulate these quiet evolutionary periods but until now no-one could explain how it would work. Stindl argues that the protective caps on the end of chromosomes, called telomeres, provide the answer. Like plastic tips on the end of shoelaces, all eukaryotic species have telomeres on the end of their chromosomes to prevent instability. However, cells seem to struggle to copy telomeres properly when they divide, and very gradually the telomeres become shorter. Stindl's idea is that there is also a tiny loss of telomere length between each generation, mirroring the individual ageing process. Once a telomere becomes critically short it causes diseases related to chromosomal instability, or limited tissue regeneration, such as cancer and immunodeficiency. "The shortening of telomeres between generations means that eventually the telomeres become critically short for a particular species, causing outbreaks of disease and finally a population crash," says Stindl. "It could explain the disappearance of a seemingly successful species, like Neanderthal man, with no need for external factors such as climate change."

#### 3---Climate.

Fickling 20 (David, Bloomberg Opinion columnist covering commodities, as well as industrial and consumer companies, citing a report from the International Energy Agency, “Capitalism Caused Climate Change; It Must Also Be the Solution,” Bloomberg, 10/14/20, <https://www.bloomberg.com/opinion/articles/2020-10-14/capitalism-caused-climate-change-it-must-also-be-the-solution>, ccm)

After that, though, things fall apart. Thanks to ongoing economic weakness, governments and businesses lose the capacity to carry out the spending needed to remake the world’s energy system. Investment in fossil fuels falls by 10% relative to expectations under current policies, but spending on renewables and nuclear drops by 5% as well, so that $2.2 trillion less is spent by 2030.

Rather than investing to replace our power plants and appliances with lower-carbon alternatives, we eke out their polluting lives a little bit longer. By 2030, annual emissions are about 29% higher than they would be under Sustainable Development.

This desktop model of how the world could develop reflects a profound truth. The atmosphere can accommodate about 500 billion metric tons more carbon dioxide to give an even chance of keeping warming below 1.5 degrees — but the world’s current industrial base is currently pumping out roughly 33 billion tons a year, and will continue to do so unless we can replace it.

Retrofitting the world’s energy systems is going to require vast sums of money. Renewable power alone will need an average $569 billion of investment every year over the coming decade under the IEA’s Sustainable Development Scenario. That’s almost twice the rate seen over the past five years, and not far behind what the entire oil and gas sector would spend under the same settings. If anything, the world needs a target that’s more ambitious still.

If we can get up to speed, that volume of spending will create its own momentum. One justified complaint of anti-capitalist climate activists is that our political systems frequently put their thumbs on the scale to favor powerful incumbent businesses, which at present are mostly the polluting ones. But a system where investment dollars are flowing away from fossil fuels and toward decarbonization is one where power, too, is shifting away from the carbon economy.

Even under the IEA’s less ambitious Stated Policies Scenario, the $15.14 trillion that gets spent globally on fossil fuel generation and production by 2040 is smaller than the $15.97 trillion spent on renewables and nuclear — and doesn’t include the amounts that go to energy efficiency and grid networks.

Under the Sustainable Development Scenario, which has historically often been a better guide to the path of the energy transition, low-carbon power ends up with $2.70 of spending for every $1 going to fossil fuel extraction and generation. That’s a world in which renewables will increasingly set the rules of the game, encouraging governments to remove the remaining subsidies that support oil, gas and coal.

Since the industrial revolution, the fossil-fueled engine of capitalist growth has conspired to put the world in its current climate crisis. Harnessing that power to drive the carbon transition is now our best hope of turning that disaster around.

#### Green tech is thriving

Smith 21 (Noah, was an assistant professor of finance at Stony Brook University, “Clean-Tech Investment Isn't Just a Bubble This Time,” Bloomberg Opinion, 3/18/21, <https://www.bloomberg.com/opinion/articles/2021-03-18/clean-tech-investment-isn-t-just-a-bubble-this-time>, ccm)

Green energy investment is hot again in the U.S. To some, the new boom will raise the specter of the clean-tech bust that followed a streak of exuberance a decade ago. But there are reasons to believe that this time the trend is no bubble or mirage.

In the late 2000s and early 2010s, there was an explosion of investment in clean technology — renewable energy, plus other technologies to reduce carbon emissions. At first the money came largely from venture capitalists, but then the federal government stepped in and began providing cheap loans and subsidies. Then in 2011, solar manufacturer Solyndra spectacularly failed, causing an immense political backlash. And that was only the most prominent failure; overall, investors lost about $25 billion when the sector crashed. Money dried up fast. For years, "clean tech" was a dirty word in venture capitalists’ conversations.

But the worm turns, and clean tech is back.

A venture fund led by billionaire philanthropist Bill Gates (in which Michael R. Bloomberg, founder of Bloomberg News, also invests) is committing billions of dollars. Funding for battery companies and electric-vehicle companies has skyrocketed. And investment in solar and wind energy dwarfs everything else.

This raises fear of another bubble for some — of history repeating itself. My colleague Liam Denning believes that the rapid rise in valuations is a clear indicator of overpricing, which he expects to collapse when interest rates rise. Others see investors repeating the mistakes of a decade ago.

I’m more optimistic. Although investors will certainly experience some ups and downs — already the Wilderhill Clean Energy Index has had a major correction since early February — I’m pretty confident that the clean-tech industry as a whole won’t experience the kind of bust it did last time.

The most basic reason is that the fundamental underlying technology has matured in a way it simply hadn’t a decade ago. In 2009, the levelized cost of solar photovoltaic electricity was $359 per megawatt-hour — more than four times as expensive as electricity from a natural gas plant. By 2019, solar PV had fallen in price to $40 per megawatt-hour, 28% cheaper than gas. That’s an 89% decline in 10 years, with more cost drops yet to come. Meanwhile, lithium-ion batteries have experienced a similar drop in prices.

That order-of-magnitude drop in costs makes all the difference. First of all, it means that solar and wind aren’t risky new technologies. Solyndra failed because it was trying to market an innovative new kind of solar cell, which ended up being too expensive when the tried-and-true design came down in cost. Future investments in solar won’t have to bet on any difficult technological breakthroughs. Batteries might be a different story — lots of money is being thrown at startups trying to create solid-state batteries, which would be a true breakthrough. But Tesla Inc. is doing just fine with the old kind, so that sector is probably going to do OK as well. Venture investing does well when it doesn’t have to bet on “hard tech”, and much of clean tech is no longer hard.

Second, cost drops in clean energy mean that success doesn’t depend on government intervention. In the earlier boom, fickle government subsidies were often necessary for capital-intensive energy companies to succeed. Now, even though President Joe Biden is planning a big push into clean-energy investment, the market is investing quite a lot in renewables all on its own.

Finally, investors have probably learned their lesson. Clean energy itself was never a good fit for venture. It’s capital intensive, since buying solar panels and wind turbines entails a lot of money up front; venture capital tends to focus on cheap, small investments that scale. And instead of companies creating highly differentiated products and new markets, as in software, clean electricity companies are basically all trying to provide the same commodified product.

This time around, venture capitalists are letting bigger investors handle the build out of solar and wind, and finding other niches where low-cost, differentiated startups can add value — such as solar services and financing, lab-grown meat and electric vehicles. Some of those bets are certainly going to fail, but that’s always the case in private equity. The success of Tesla — now with a market cap of almost $700 billion, or 28 times the amount that was lost in the clean-tech bust — demonstrates the time-honored principle that a few big hits can compensate for a lot of little failures.

In other words, clean tech is entering the final stage of the famous Gartner Hype Cycle — a pattern that describes the progression of emerging technologies and business models, starting with an innovation that sees expectations climb and then crash, before they finally rise again to sustained productivity.

#### It’s key to CCS---link-turns every impact.

Graciela ‘16 (/16---Professor of Economics and of Statistics at Columbia University and Visiting Professor at Stanford University, and was the architect of the Kyoto Protocol carbon market (being interviewed by Marcus Rolle, freelance journalist specializing in environmental issues and global affairs, “Reversing Climate Change: Interview with Graciela Chichilnisky,” http://www.globalpolicyjournal.com/blog/01/09/2016/reversing-climate-change-interview-graciela-chichilnisky)//cmr

GC: Green capitalism is a new economic system that values the natural resources on which human survival depends. It fosters a harmonious relationship with our planet, its resources and the many species it harbors. It is a new type of market economics that addresses both equity and efficiency. Using carbon negative technology™ it helps reduce carbon in the atmosphere while fostering economic development in rich and developing nations, for example in the U S., EU, China and India. How does this work? In a nutshell Green Capitalism requires the creation of global limits or property rights nation by nation for the use of the atmosphere, the bodies of water and the planet’s biodiversity, and the creation of new markets to trade these rights from which new economic values and a new concept of economic progress emerges updating GDP as is now generally agreed is needed. Green Capitalism is needed now to help avert climate change and achieve the goals of the 2015 UN Paris Agreement, which are very ambitious and universally supported but have no way to be realized within the Agreement itself. The Carbon Market and its CDM play critical roles in the foundation of Green Capitalism, creating values to redefine GDP. These are needed to remain within the world’s “CO2 budget” and avoid catastrophic climate change. As I see it, the building blocks for Green Capitalism are then as follows; (1) Global limits nation by nation in the use of the planet’s atmosphere, its water bodies and biodiversity - these are global public goods. (2) New global markets to trade these limits, based on equity and efficiency. These markets are relatives of the Carbon Market and the SO2 market. The new market create new measures of economic values and update the concept of GDP. (3) Efficient use of Carbon Negative Technologies to avert catastrophic climate change by providing a smooth transition to clean energy and ensuring economic prosperity in rich and poor nations. These building blocks have immediate practical implications in reversing climate change and can assist the ambitious aims of Paris COP21 become a reality. MR: What is the greatest advantage of the new generation technologies that can capture CO2 from the air? GC: These technologies build carbon negative power plants, such as Global Thermostat, that clean the atmosphere of CO2 while producing electricity. Global Thermostat is a firm that is commercializing a technology that takes CO2 out of air and uses mostly low cost residual heat rather than electricity to drive the capture process, making the entire process of capturing CO2 from the atmosphere very inexpensive. There is enough residua heat in a coal power plant that it can be used to capture twice as much CO2 as the plant emits, thus transforming the power plant into a “carbon sink.” For example, a 400 MW coal plant that emits 1 million tons of CO2 per year can become a carbon sink absorbing a net amount of 1 million tons of CO2 instead. Carbon capture from air can be done anywhere and at any time, and so inexpensively that the CO2 can be sold for industrial or commercial uses such as plastics, food and beverages, greenhouses, bio-fertilizers, building materials and even enhanced oil recovery, all examples of large global markets and profitable opportunities. Carbon capture is powered mostly by low (85°C) residual heat that is inexpensive, and any source will do. In particular, renewable (solar) technology can power the process of carbon capture. This can help advance solar technology and make it more cost-efficient. This means more energy, more jobs, and it also means economic growth in developing nations, all of this while cleaning the CO2 in the atmosphere. Carbon negative technologies can literally transform the world economy. MR: One final question. You distinguish between long-run and short-run strategies in the effort to reverse climate change. Would carbon negative technologies be part of a short-run strategy? GC: Long-run strategies are quite different from strategies for the short-run. Often long-run strategies do not work in the short run and different policies and economic incentives are needed. In the long run the best climate change policy is to replace fossil fuel sources of energy that by themselves cause 45% of the global emissions, and to plant trees to restore if possible the natural sources and sinks of CO2. But the fossil fuel power plant infrastructure is about 87% of the power plant infrastructure and about $45-55 trillion globally. This infrastructure cannot be replaced quickly, certainly not in the short time period in which we need to take action to avert catastrophic climate change. The issue is that CO2 once emitted remains hundreds of years in the atmosphere and we have emitted so much that unless we actually remove the CO2 that is already there, we cannot remain long within the carbon budget, which is the concentration of CO2 beyond which we fear catastrophic climate change. In the short run, therefore, we face significant time pressure. The IPCC indicates in its 2014 5th Assessment Report that we must actually remove the carbon that is already in the atmosphere and do so in massive quantities, this century (p. 191 of 5th Assessment Report). This is what I called a carbon negative approach, which works for the short run. Renewable energy is the long run solution. Renewable energy is too slow for a short run resolution since replacing a $45-55 trillion power plant infrastructure with renewable plants could take decades. We need action sooner than that. For the short run we need carbon negative technologies that capture more carbon than what is emitted. Trees do that and they must be conserved to help preserve biodiversity. Biochar does that. But trees and other natural sinks are too slow for what we need today. Therefore, negative carbon is needed now as part of a blueprint for transformation. It must be part of the blueprint for Sustainable Development and its short term manifestation that I call Green Capitalism, while in the long run renewable sources of energy suffice, including Wind, Biofuels, Nuclear, Geothermal, and Hydroelectric energy. These are in limited supply and cannot replace fossil fuels. Global energy today is roughly divided as follows: 87% is fossil, namely natural gas, coal, oil; 10% is nuclear, geothermal, and hydroelectric, and less than 1% is solar power---photovoltaic and solar thermal. Nuclear fuel is scarce and nuclear technology is generally considered dangerous as tragically experienced by the Fukushima Daichi nuclear disaster in Japan, and it seems unrealistic to seek a solution in the nuclear direction. Only solar energy can be a long term solution: Less than 1% of the solar energy we receive on earth can be transformed into 10 times the fossil fuel energy used in the world today. Yet we need a short-term strategy that accelerates long run renewable energy, or we will defeat long-term goals. In the short term as the IPCC validates, we need carbon negative technology, carbon removals. The short run is the next 20 or 30 years. There is no time in this period of time to transform the entire fossil infrastructure---it costs $45-55 trillion (IEA) to replace and it is slow to build. We need to directly reduce carbon in the atmosphere now. We cannot use traditional methods to remove CO2 from smokestacks (called often Carbon Capture and Sequestration, CSS) because they are not carbon negative as is required. CSS works but does not suffice because it only captures what power plants currently emit. Any level of emissions adds to the stable and high concentration we have today and CO2 remains in the atmosphere for years. We need to remove the CO2 that is already in the atmosphere, namely air capture of CO2 also called carbon removals. The solution is to combine air capture of CO2 with storage of CO2 into stable materials such as biochar, cement, polymers, and carbon fibers that replace a number of other construction materials such as metals. The most recent BMW automobile model uses only carbon fibers rather than metals. It is also possible to combine CO2 to produce renewable gasoline, namely gasoline produced from air and water. CO2 can be separated from air and hydrogen separated from water, and their combination is a well-known industrial process to produce gasoline. Is this therefore too expensive? There are new technologies using algae that make synthetic fuel commercially feasible at competitive rates. Other policies would involve combining air capture with solar thermal electricity using the residual solar thermal heat to drive the carbon capture process. This can make a solar plant more productive and efficient so it can out-compete coal as a source of energy. In summary, the blueprint offered here is a private/public approach, based on new industrial technology and financial markets, self-funded and using profitable greenmarkets, with securities that utilize carbon credits as the “underlying” asset, based on the KP CDM, as well as new markets for biodiversity and water providing abundant clean energy to stave off impending and actual energy crisis in developing nations, fostering mutually beneficial cooperation for industrial and developing nations. The blueprint proposed provides the two sides of the coin, equity and efficiency, and can assign a critical role for women as stewards for human survival and sustainable development. My vision is a carbon negative economy that represents green capitalism in resolving the Global Climate negotiations and the North–South Divide. Carbon negative power plants and capture of CO2 from air and ensure a clean atmosphere together innovation and more jobs and exports: the more you produce and create jobs the cleaner becomes the atmosphere. In practice, Green Capitalism means economic growth that is harmonious with the Earth resources.